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PREFACE
The Centers for Disease Control and Prevention (CDC) Vaccine Injections Rapid Utilization System Business Continuity Plan describes the overall IT emergency management procedures for the Information Technology Services Office (ITSO), relevant to the Vaccine Injections Rapid Utilization System (VIRUS). The plan applies to all CDC Office of the Director entities; all Centers, Institutes, and Offices (C/I/Os); and to all CDC facilities and assigned personnel. The Business Continuity Plan (BCP) addresses all levels of IT emergency management from senior management to the operations level. The provisions of the BCP apply to the full spectrum of threats and/or emergencies that could impact VIRUS, and also describe thresholds for plan activation, as implementation of the relocation or alternative process option(s) if needed, and reconstitution of the system at the original or new facility.
Enterprise-level plans that affect VIRUS are included as Attachments to the BCP or available through the BCP Coordinator.

1 Introduction
1.1 Purpose

The purpose of the VIRUS BCP is to establish an IT emergency response management capability applicable throughout CDC; ensure an adequate level of preparedness within CDC; meet applicable planning regulations and guidelines; address Continuity of Operations Plan (COOP) requirements; ensure effective coordination and management of CDC resources during emergency situations to protect human health and safety; minimize impacts on the environment, and CDC operations and property during emergency situations. The BCP is the primary reference for defined IT emergency management activities for VIRUS.

The BCP serves to integrate emergency management and COOP processes and procedures that currently exist within ITSO. As a result, whenever possible, the BCP references other plans and/or procedures that supplement the information outlined in the BCP. The plan describes ITSO’s overall emergency management organization, installation of the BCP Coordinator and Management Team roles and responsibilities, procedures, and resource information necessary to respond quickly and efficiently to IT emergencies as required by applicable regulations and guidelines.

The plan details procedures to recover VIRUS following a disruption. The following objectives have been established for this plan: 

· Maximize the effectiveness of contingency operations through an established plan that consists of the following phases: 

· Notification/Activation phase to detect and assess damage and activate the plan.
· Recovery phase to restore temporary VIRUS operations and recover damage done to the original system.
· Reconstitution phase to restore VIRUS processing capabilities to normal operations. 

· Identify the activities, resources, and procedures needed to carry out VIRUS processing requirements during prolonged interruptions to normal operations. 

· Assign responsibilities to designated ITSO personnel and provide guidance for recovering VIRUS during prolonged periods of interruption to normal operations. 

· Ensure coordination with other ITSO staff who will participate in the contingency planning strategies. Ensure coordination with external points of contact and vendors who will participate in the contingency planning strategies. 
· Specific goals of the BCP relative to an IT emergency include:
· To detail the correct course of action to follow,

· To minimize confusion, errors, and expense, and

· To effect a quick and complete recovery of selected services.

· Secondary objectives of the BCP are:

· To reduce risks of loss of services, 

· To provide ongoing protection of CDC’s assets, and
· To ensure the continued viability of the BCP.
1.2 Applicability

The VIRUS BCP applies to the functions, operations, and resources necessary to restore and resume the CDC’s VIRUS operations as it is installed at Roybal Campus, Building 16, Atlanta, Georgia. The BCP applies to CDC personnel and all other persons associated with VIRUS as identified in Section 2.3, Responsibilities.

The CDC is required to demonstrate the capability to maintain Continuity of Operations (COOP) essential functions across a broad spectrum of hazards and threats, in order to fulfill its national mission. To cover the COOP requirement, the VIRUS BCP is supported by the CDC Integrated Emergency Management Plan (IEMP), dated February 2005. The IEMP is a comprehensive, overarching plan designed to ensure that CDC possesses an adequate level of emergency preparedness and meets all applicable planning regulations and guidelines. The overall objective of the IEMP is to provide an emergency response and management capability at CDC. The plan addresses COOP requirements and is designed to: ensure personnel accountability throughout the duration of an emergency; ensure operational capability within 12 hours of a disruption; and, establish reliable processes and procedures to acquire resources necessary to continue essential functions and sustain operations for up to 30 days.
The VIRUS BCP is coordinated with and supported by the VIRUS Business Impact Analysis (BIA) and the VIRUS Disaster Recovery Plan (DRP). The BIA fully characterizes the system requirements, processes, and interdependencies. This information is used to determine contingency requirements and priorities. The DRP is designed to enable an organization to respond to an IT emergency and resume critical business processing within a pre-determined period of time at an alternate site after a disaster. The DRP will only be activated if an emergency event would deny access to the Roybal Campus facility for an extended period of time.
1.3 Scope
1.3.1 Planning Principles
Various scenarios were considered to form a basis for the plan, and multiple assumptions were made. The applicability of the plan is predicated on the following key principles:
· The ITSO facility at Roybal Campus, Building 16, in Atlanta, Georgia is inaccessible; therefore, personnel are unable to perform VIRUS processing for all CDC C/I/Os.
· The CDC has a valid contract with COOP North that designates their facility located at Lawrenceville, GA as the alternate processing site. 
· The CDC will use the COOP North facility and IT resources to recover VIRUS functionality during an emergency situation. 
· Utilizing VIRUS IT resources, ITSO will ensure continued VIRUS daily business functions.  
· The designated computer system(s) at the COOP North facility has been configured to begin processing VIRUS information. 
· The COOP North facility will be used to continue VIRUS recovery and processing throughout the period of disruption, until the return to normal operations.
1.3.2 Assumptions
Based on the above principles, the following assumptions were used when developing the VIRUS BCP:
· VIRUS is inoperable at the [Roybal Campus, Building 16, in Atlanta, Georgia] and cannot be recovered within 24 hours.
· Key VIRUS personnel have been identified and trained in their emergency response and recovery roles; they are available to activate the VIRUS BCP. 

· Preventive controls (e.g., generators, environmental controls, waterproof tarps, sprinkler systems, fire extinguishers, and fire department assistance) are fully operational at the Network Operations Center (NOC) the time of the disaster. 
· IT equipment, including components supporting VIRUS, are connected to a battery  backup system that provides a three hour charge to ensure clean power and safe shutdown in the event of a major power failure. Additionally, a generator backup automatically starts during a power failure which provides an uninterruptible power supply (UPS). 

· Internet hardware and software at the NOC are unavailable for at least 24 hours.
· Current backups of the application software and data are intact and available at [Iron Mountain].
· The equipment, connections, and capabilities required to operate VIRUS are available at the COOP North facility and working as designed. 
· VIRUS Security Controls, to include E-Authentication Assurance Levels, at the COOP North facility are equivalent to the level of security maintained at the original site.

· Service Level Agreements (SLA), Memorandums of Agreement (MOA), and/or Memorandums of Understanding (MOU) are maintained with VIRUS hardware, software, and communications providers defining their responsibilities with regards to the support of the VIRUS mission, system, and its data. 
The VIRUS BCP does not apply to the following situations:
· Overall recovery and continuity of business operations. The IEMP is included as Attachment 7 to the plan.
· Emergency evacuation of personnel. The Occupant Emergency Plan (OEP) is included as Attachment 9 to the plan.
· Disaster recovery. The VIRUS Disaster Recovery Plan (DRP) is included as Attachment 8 to the plan.
· Business resumption. The VIRUS Business Resumption Plan (BRP) may be included as an Attachment to the Plan.

· Single point failure. Adequate redundancy exists within VIRUS so that a minor disruption (i.e., disk drive failure, short-term power outage) that does not require relocation will not activate the plan.
1.4 References/Requirements

The VIRUS BCP complies with the CDC’s IT contingency planning policy as follows: 

Federal Preparedness Circular (FPC) 65A mandates that all Federal agencies have continuity of operations plans for essential functions and the people and resources with which to keep them in service. The VIRUS BCP documents ITSO’s contingency planning capability to meet the needs of the VIRUS critical support operation in the event of a disruption extending beyond 24 hours.

The VIRUS BCP also complies with the following Federal and Departmental policies*:

Federal Law and Executive Orders

Executive Order (EO) 12656, Assignment of Emergency Preparedness Responsibilities, November 18, 1988, as amended

EO 12148, Federal Emergency Management, July 20, 1979, as amended

EO 12919, National Defense Industrial Resource Preparedness, June 6, 1994, as amended

Homeland Security / Presidential Directive / Presidential Decision Directive

Homeland Security Presidential Directive (HSPD-5), Management of Domestic Incidents, February 28, 2003

Homeland Security Presidential Directive (HSPD-7), Critical Infrastructure Identification, Prioritization and Protection, December 17, 2003

Homeland Security Presidential Directive (HSPD-8), National Preparedness, December 17, 2003

FPC 65A, Federal Executive Branch Continuity of Operation, June 15, 2004

FPC 60, Continuity of the Executive Branch of the Federal Government at the Headquarters Level During National Security Emergencies, November 20, 1990

Presidential Decision Directive (PDD) 67, Enduring Constitutional Government and Continuity of Government Operations, October 21, 1998

Office of Management and Budget

Office of Management and Budget (OMB) Circular A-130, Management of Federal Information Resources, Appendix III, November 2000

Federal Emergency Management Agency

· The Federal Information Security Management Act of 2002 (FISMA), Title III, (Public Law 107-347) December 17, 2002

· Federal Emergency Management Agency (FEMA), The Federal Response Plan (FRP), April 1999
National Institute of Standards and Technology Special Publications

· National Institute of Standards and Technology Special Publication (NIST SP 800-18), Guide for Developing Security Plans for Information Technology Systems, December 1998
National Institute of Standards and Technology Special Publication (NIST SP 800-34), Contingency Planning Guide for Information Technology Systems, June 2002
· National Institute of Standards and Technology Special Publication (NIST SP 800-50), Building an Information Technology Security Awareness and Training Program, October 2003
· National Institute of Standards and Technology Special Publication (NIST SP 800-53, Revision 2), Recommended Security Controls for Federal Information Systems, December 2007
National Institute of Standards and Technology Special Publication (NIST SP 800-63), Electronic Authentication Guideline, September 2004
Department of Health and Human Services

Department of Health and Human Services (HHS), Contingency Planning for Information Security Guide - 2004-06, July 23, 2004 

Code of Federal Regulations
41 Code of Federal Regulations (CFR) 101.20.103-4, Occupant Emergency Program, revised July 1, 2000

36 Code of Federal Regulations (CFR), Part 1236, Management of Vital Records, revised July 1, 2000

Notes:

· Federal Information Security Management Act of 2002 (FISMA) - Supersedes the Government Information Security Reform Act (GISRA), October 2000, and Computer Security Act of 1987.

· FPC 65A Federal Executive Branch Continuity of Operation - Supersedes FPC 65 Federal Executive Branch Continuity of Operation, July 26, 1999; FPC 66 Tests, Training, and Exercise (TT&E) Program and COOP, April 30, 2001; and FPC 67, Acquisition for Alternate Facilities for COOP, April 30, 2001.  

· Homeland Security Presidential Directive (HSPD-7), Critical Infrastructure Identification, Prioritization and Protection - Replaces Presidential Decision Directive (PDD) 63, Critical Infrastructure Protection, May 1998.

· Homeland Security Presidential Directive (HSPD-8), National Preparedness - Augments HSPD-7.
* The References/Requirements List was last updated on December 1, 2008
2 CONCEPT OF OPERATIONS
2.1 System Description and Architecture
VIRUS uses an integrated IT architecture that supports the Integrated Vital Information System (IVIS). IVIS is a commercial off-the-shelf (COTS) product. Hardware redundancy within the architecture greatly reduces the likelihood of a piece of equipment bringing down operations for any length of time since comparable equipment can be easily cycled in to replace damaged equipment. IVIS provides the automated data collection and reporting of interview and examination from various geographically dispersed locations, also referred to as a stand, across the U.S. IVIS supports field offices, Centers, ITSO, and VIRUS functions. VIRUS provides information assurance through encryption, password protection, firewalls, and auditing.

VIRUS has a near real-time replication architecture for transferring data from the FO to ITSO. It depends on reliable equipment, software and telecommunications. All major components of the architecture have been designed for automatic or semi-automatic roll-over in the event of a failure.  

VIRUS maintains redundant connections to the field, data replication, regular backup schedules, and offsite storage to ensure that data is not lost or compromised and can be recovered by multiple means. The database servers in the field maintain automatic roll-over redundant array of independent disks (RAID) systems, and employ redundant network connections in the event of a primary server failure. The servers are connected to a battery backup with a three hour charge to ensure clean power and safe shutdown in the event of a major power failure. Figure 1 depicts the VIRUS network.
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Figure 1: VIRUS Network Diagram
2.1.1 ITSO Tools and Methods

During the system development life cycle (SDLC) of VIRUS, ITSO considered a number of contingency event scenarios and developed tools and methods to lessen the impact. The following is a list of those tools and methods.

· Project cell phones with contact lists

· Automated monitoring and alerts (‘heartbeats’, status and logging, exception alerts) sent to email and cell phones

· Heartbeats provide a network status report and database report

· Routine reports and logs

· Network security scan

· Router access-list logging

· Unix syslogs

· Database server and repserver logs

· Exception alerts

· Database shrinking

· Host or WAN link down

· CPU utilization

· Database replication interrupted

· Disk mirror failure

· Power

· Designated primary contacts for Holiday, weekend, and evening support

· Remote access to systems for problem diagnosis and resolution

· Session status reports and logs

· Back-end edit requests

· Enhancement request via Issue Tracking System

· Equipment inventory, repair history, issues via Equipment Tracking System

2.1.2 Measures to Maintain Operations

The following are methods used to ensure continued operations of VIRUS.

· Primary and backup WAN links

· Primary, warm standby and replicate servers

· Queuing to support limited standalone operations

· Redundant network cabling

· Cross-training staff in key technologies

· Sufficient parts to maintain operations (including universal replacement database server)

2.2 Functional Description

The VIRUS system consists of multiple computing and functional components at different locations. VIRUS uses a sophisticated and complex architecture known as the Integrated Vital Information System (IVIS), for data collection. Since IVIS began production in October 2000, it has provided automated data collection and reporting of interview and examinations from 68 geographically dispersed locations (stands) across the United States. During 2006, IVIS will be used to complete data collection at 22 locations.
The VIRUS application is comprised of specific devices, components, and subsystems that are critical to the functionality of the application as a whole. Each VIRUS component has a separate role in VIRUS data processing.

Primary components of VIRUS include:

· Sun Microsystems database servers at the field offices and NOC trailers.

· NT workstations and servers are located at the field offices and NOC trailers. NT workstations are used for database access, data manipulation and review, and numerous other administrative duties. NT servers provide file and print server functionality to each network. The NT server does not maintain the database records from medical exams or surveys.

· Networking equipment, such as Cisco 2500 and 4000 series routers and Cisco Ethernet switches.

· Health examinations are conducted in a specially–equipped NOC trailers, made up of four inter-connected trailers, containing high tech ADP and medical equipment, including 75 mobile exam center workstations, 45 field office workstations, and 40 Fujitsu pentop computers for entering interview data. The Fujitsu pentops are similar to laptops and can be connected to the network for uploading survey data. A test configuration is maintained at the contractor facility.

· IVIS provides comprehensive information for all phases of VIRUS, including design, data collection, quality assurance, data review and analysis, preparation and release of public use data sets, and technical support. CDC has contracted with J-Rod, Inc. for data collection and processing. J-Rod, Inc. provides full-time field staff that travel 11 months each year collecting data. IVIS is a complex environment supporting four field offices, three Centers, the home office, and CDC. Each of these locations is a local area network, and all communicate with one another over a frame-relay-based wide area network. Each location has at least one database server, an office automation server, and Intel- based workstations. The current IVIS consists of over 50 Windows applications acting as clients to a replicated Sybase database environment. The pilot and productions versions of IVIS were tested successfully against a functional test suite provided by CDC.
2.3 System Sensitivity and Criticality Ratings

The overall System Security Level of VIRUS for confidentiality, integrity, and availability are all HIGH. The System Sensitivity and Criticality Ratings and descriptors for the VIRUS architecture are as follows:

· Loss of Integrity. System and data integrity refers to the requirement that information be protected from improper modification. Integrity is lost if unauthorized changes are made to the data or IT system by either intentional or accidental acts. If the loss of system or data integrity is not corrected, continued use of the contaminated system or corrupted data could result in inaccuracy, fraud, or erroneous decisions. Also, violation of integrity may be the first step in a successful attack against system availability or confidentiality. For all these reasons, loss of integrity reduces the assurance of an IT system.

· Loss of Availability. If a mission-critical IT system is unavailable to its end users, the organization’s mission may be affected. Loss of system functionality and operational effectiveness, for example, may result in loss of productive time, thus impeding the end users’ performance of their functions in supporting the organization’s mission.

· Loss of Confidentiality. System and data confidentiality refers to the protection of information from unauthorized disclosure. The impact of unauthorized disclosure of confidential information can range from the jeopardizing of national security to the disclosure of Privacy Act data. Unauthorized, unanticipated, or unintentional disclosure could result in loss of public confidence, embarrassment, or legal action against the organization.

Tangible effects of system degradation can usually be measured quantitatively in lost revenue, the cost of repairing the system, or the level of effort required to correct problems caused by a successful threat action. Intangible effects (e.g., loss of public confidence, loss of credibility, damage to an organization’s interest) cannot be measured in specific units but can be qualified or described in terms of potential impacts. Because of the subjective nature of these effects, the following guide designates and describes only the qualitative categories—High, Moderate, and Low impact.

	Magnitude of Impact 
	Impact Definition 

	Low 
	The loss of confidentiality, integrity, or availability could be expected to have a limited adverse effect on organizational operations, organizational assets, or individuals.

AMPLIFICATION: A limited adverse effect means that, for example, the loss of confidentiality, integrity, or availability might: (i) cause a degradation in mission capability to an extent and duration that the organization is able to perform its primary functions, but the effectiveness of the functions is noticeably reduced; (ii) result in minor damage to organizational assets; (iii) result in minor financial loss; or (iv) result in minor harm to individuals. 

	Moderate 
	The loss of confidentiality, integrity, or availability could be expected to have a serious adverse effect on organizational operations, organizational assets, or individuals.

AMPLIFICATION: A serious adverse effect means that, for example, the loss of confidentiality, integrity, or availability might: (i) cause a significant degradation in mission capability to an extent and duration that the organization is able to perform its primary functions, but the effectiveness of the functions is significantly reduced; (ii) result in significant damage to organizational assets; (iii) result in significant financial loss; or (iv) result in significant harm to individuals that does not involve loss of life or serious life threatening injuries. 

	High 
	The loss of confidentiality, integrity, or availability could be expected to have a severe or catastrophic adverse effect on organizational operations, organizational assets, or individuals.

AMPLIFICATION: A severe or catastrophic adverse effect means that, for example, the loss of confidentiality, integrity, or availability might: (i) cause a severe degradation in or loss of mission capability to an extent and duration that the organization is not able to perform one or more of its primary functions; (ii) result in major damage to organizational assets; (iii) result in major financial loss; or (iv) result in severe or catastrophic harm to individuals involving loss of life or serious life threatening injuries. 


2.4 Order of Succession and Delegation of Authority

In the event that a situation causing disruption affects ITSO senior policy and decision-maker(s), or causes a shutdown of operations of VIRUS, the Director’s authority may be delegated. To ensure continuity of CDC leadership, senior-level officials designated in the CDC Order of Succession are identified below. A Notification Roster is included in the plan at Appendix B for contact information. If the Director for ITSO is unavailable, these officials, in designated order, will serve as the Acting Director until the Director of the CDC officially appoints a successor. The Acting Director will operate within the framework of delegated authorities exercised by the Director for ITSO, including the following:

· Circumstances under which authority is to be exercised;

· Limitations of authority and accountability;

· Authority to re-delegate organization functions and activities;

· Authority to exercise organization direction; and

· Circumstances in which delegated authorities become effective and when they are terminated.

In the absence of the Director for ITSO in an emergency, the CDC Order of Succession is as follows:
1. Deputy Director for ITSO;

2. Chief Operating Officer; and

3. NTB Branch Chief
In the absence of a C/I/O Director in an emergency, the C/I/O Order of Succession is as follows:
1. C/I/O Deputy Director

2. C/I/O ADMO or designee

Assigned successors are to operate within the framework of delegated authorities exercised by the C/I/O Director, provide leadership and guidance, and ensure continuity of C/I/O essential functions in support of CDC’s overall mission.
The BCP Coordinator is responsible for ensuring the execution of procedures documented within the VIRUS BCP. If the BCP Coordinator is unable to function as the overall authority, he may choose to delegate this responsibility to a successor, who shall function as that authority.

In the absence of the BCP Coordinator in an emergency, the Order of Succession is as follows:
1. VIRUS Unit Lead
2. Team Lead or designee

2.5 Responsibilities

The BCP establishes several teams assigned to respond to a contingency event affecting VIRUS and participate in recovering VIRUS operations. Members of the teams include NOC personnel who are also responsible for the daily operations and maintenance of VIRUS. The Team Leads direct the teams and work together to ensure that the impact on the VIRUS mission is minimal. Below are listings of the teams and their functional descriptions. The relationships of the teams involved in VIRUS system recovery are illustrated in Appendix D.
VIRUS has a unique support structure that includes: (1) On-site technical support at the field offices and Centers (data managers); (2) An ITSO single point of contact; and (3) numerous subject matter experts. Each recovery team has a designated team lead, alternate team lead, and subject matter experts. 
The team leads/alternate team leads will meet on a daily basis (e.g., face-to-face, telephone) to discuss the status of the recovery operations.  The purpose of these meetings is to:

· Determine where each team is in the recovery process;
· Ensure that each recovery step is conducted in an orderly fashion; and
· Utilize the expertise of the teams for resolution of issues or problems encountered.
2.5.1 BCP Coordinator
The BCP Coordinator, when indicated, declares an IT emergency and activates the VIRUS BCP. The BCP Coordinator will contact the Emergency Management Team (EMT) Lead to oversee activation of the BCP. The ITSO Director is the BCP Coordinator.
2.5.2 Emergency Management Team

The Emergency Management Team (EMT) has overall authority over the recovery of VIRUS during a contingency event, and is the designated liaison between the BCP Coordinator and the Recovery Team Lead(s) during recovery operations. The Network Branch Chief/Acting Branch Chief is the EMT Lead. Other EMT members are comprised of the Operations Branch Chief, VIRUS Security Steward and VIRUS subject matter experts. 
The EMT will work closely with the DAT to determine the extent of damage, recovery time objectives, and outage impacts. This information will then be relayed to the BCP Coordinator and a decision to activate the BCP will be made. They will also work closely with the TRT to ensure timely recovery of the system at the alternate processing site.

As discussed in Section 2.5 status of recovery operations determined during daily team lead meetings will be provided to the BCP Coordinator. Additionally, the EMT is responsible for reviewing the Personnel Location Control Forms on a daily basis (refer to Section 3.6). 

2.5.3 Damage Assessment Team

The Damage Assessment Team (DAT) is responsible for determining the extent of damage to the involved facility, IT system(s), and infrastructure, and recovery time objectives. This information will be relayed to the EMT. The Network Team Lead is the DAT Lead. The DAT is comprised of Network Team personnel, the VIRUS Business Steward, and VIRUS subject matter experts. The DAT Lead will inform the BCP Coordinator and EMT Lead of the damage assessment progress and report any issues.
2.5.4 Technical Recovery Team

The Technical Recovery Team (TRT) is responsible for ensuring that all applications hosted on VIRUS are fully recovered at the alternate site to reduce down time and loss of mission. The Operations Team Lead is the TRT Lead. The TRT is comprised of Operations Team personnel, the VIRUS Technical Steward, and VIRUS subject matter experts. The team is authorized access to the COOP North facility to conduct VIRUS operations.

TRT also has a goal to ensure that the VIRUS application is readily available in the event of an emergency, and verify that the application when recovered operates as programmed. The TRT will inform the EMT of the recovery progress and report any issues.
2.5.4.1 Database Restoration

The TRT is responsible for restoring the latest VIRUS database at the COOP North facility. Additionally, they will ensure that all VIRUS-related databases are available and verify that the recovered data is accurate. 

2.5.4.2 Network Recovery

The TRT is responsible for recovery of the VIRUS network at the COOP North facility.
2.5.5 Mid-Tier Data Center Team

The Mid-Tier Data Center Team (MTDCT) is responsible for ensuring that any hardware and/or software necessary to recover VIRUS operations are in place and functional at the COOP North facility.

3 NOTIFICATION AND ACTIVATION PHASE 

In an emergency, the CDC’s top priority is to preserve the health and safety of its staff before proceeding to the Notification and Activation phase. 

The IEMP, the BCP, and/or the OEP mentioned above are not intended to replace experience or judgment. Any employee encountering a situation that threatens life or property may decide to implement personal safety responses appropriately and immediately. Life must be protected before property in all instances. However, the BCP ensures that a set of standard response procedures are in place and are properly documented in order to limit confusion and provide for better control and resolution of any emergency situation.
3.1 Notification/Activation Phase

The Notification/Activation Phase defines the initial actions taken once a system disruption or emergency has been detected or appears imminent. This phase includes processes to notify recovery personnel, assess damage, and implement the VIRUS BCP. Pre-designated CDC staff has been assigned Call Tree notification. The Recovery Teams Call Tree is included at Appendix F of the plan.
3.2 Notification Procedures

An emergency event may occur with or without prior warning. The notification process will be the same in either case. The manner in which personnel are notified depends on the type of emergency and whether the emergency occurs during or after normal business hours. Notification during normal business hours will be accomplished by phone, e-mail, word of mouth, cell phone, or pager. Notification after normal business hours will be conducted by activating the Team Call Tree.

· The first responder is to notify the BCP Coordinator. All known information must be relayed to the BCP Coordinator.

· The BCP Coordinator will contact the EMT Lead and inform him of the contingency event relaying all known information. The BCP Coordinator is to instruct the EMT Lead to initiate the damage assessment process.
· The EMT Lead will contact the Damage Assessment Team (DAT) Lead and inform him of the contingency event relaying all known information. The EMT Lead will instruct the DAT Lead to commence assessment procedures.
· The DAT Lead will notify team members and direct them to conduct an initial damage assessment.
· Upon activation of the VIRUS BCP, the EMT will contact the applicable recovery team leads of the contingency event. The Team Leads will notify their team members using the Team Call Tree.
3.3 Damage Assessment Procedures

The VIRUS BCP will be implemented following an IT emergency event based on the damage assessment performed by the DAT. It is imperative that the nature of the emergency and the extent of the damage be assessed as quickly as conditions allow. The DAT will work closely with the DAT Lead and BCP Coordinator during the damage assessment. Damage Assessment Logs are included in the plan at Appendices N, O, and P for utilization. 
After the DAT has completed their assessment of the damage, the DAT Lead will notify the BCP Coordinator to relay the results. The BCP Coordinator will notify the EMT Lead, who in turn will notify the EMT. Based on available information the BCP Coordinator and EMT will determine the level of the contingency event. There are three designated levels; Level 1, 2 or 3. The level of the contingency event will determine if relocation is necessary and which alternate site will be used. Based on damage assessment results, the EMT will notify civil emergency personnel (e.g., fire, police) assessments results, as appropriate. The following table explains the three levels.

	LEVEL
	INCIDENT CATEGORY
	IMPACT
	RELOCATE

	Level 1
	Environmental/system related (e.g., power failure, equipment failure)
	Facility is unaffected
	Possibly, depending on the duration of system failure

	Level 2
	Human (e.g., bomb threat, biological or chemical threat)
	Facility is affected
	To alternate processing site

	Level 3
	Natural/Human (e.g., tornado, flood, fire, bomb)
	Facility is uninhabitable
	To alternate processing site


Table 3-1. Contingency Event Levels

3.4 Plan Activation

The BCP will only be instituted when one or more of the following activation criteria have been met:

· Safety of personnel is at stake;

· Severe damage to or unihabitability of the facility precludes further operation;

· VIRUS will be unavailable for more than 24 hours, or

· Extent of damage to systems (physical, operational or cost) precludes continued operations.
3.4.1 BCP Coordinator

Once the damage has been assessed, the BCP Coordinator will determine whether relocation is required, select the appropriate strategy and begin the recovery process: 

· The BCP Coordinator will notify ITSO management that a contingency event has been declared and the BCP activated.
· Upon plan activation, the BCP Coordinator will notify the EMT Lead and advise if relocation is required. 
· The BCP Coordinator will notify the alternate processing site that a contingency event has been declared and to prepare the facility for the organization’s arrival.
· The BCP Coordinator will notify the off-site back up storage facility that a contingency event has been declared and to ship the necessary materials (as determined by the damage assessment) to the alternate processing site.
· The BCP Coordinator will notify remaining personnel (via notification procedures) on the general status of the incident.
· The BCP Coordinator will receive copies of completed Personnel Location Control Form from the EMT Lead on a daily basis.
3.4.2 Emergency Management Team Lead

The EMT Lead is the liaison between the EMT (and all other recovery teams) and the BCP Coordinator for information processing. The EMT Lead notifies the DAT Lead and directs him to initiate the damage assessment process.

· Obtain all the available information about the disaster and state of VIRUS;
· Convene the EMT;

· Work with the BCP Coordinator and the DAT Lead to develop a recovery strategy; and

· Implement the recovery strategy through a Plan of Action.

3.4.3 Emergency Management Team

The EMT is comprised of personnel with a thorough knowledge of VIRUS. They interface with recovery Team Leads and personnel in executing related recovery tasks:

· Interface with DAT and TRT;

· Interfaces with News and Media reporters or directs the reporters to CDC Media Relations or Public Relations officials;
· Interfacing with Telecommunication vendors for repairs;
· Interfacing with Critical Partners;
· Assist with coordinating Physical/Personnel Security;
· Initiate the Procurement Process; and
· Coordinate with Federal, State, and Local Emergency Teams, as necessary.
3.4.4 Damage Assessment Team Lead
The DAT Lead notifies team members and directs them to complete the assessment procedures outlined in Section 3.3 to determine the extent of damage and estimated recovery time. Upon receiving the initial assessment of the damage, the DAT Lead will notify the BCP Coordinator and EMT Lead relaying all known information.
Upon notification of a contingency event from the EMT Lead, the DAT Lead will:

· Obtain all the available information about the disaster and state of VIRUS;
· Convene the DAT;

· Estimate the danger to personnel;
· Estimate the time to restore VIRUS;
· Estimate what equipment will be necessary to restore VIRUS;
· Estimate the time that will be necessary to restore the facility; and
· Determine if the alternate processing facility should be activated.
3.4.5 Damage Assessment Team
The DAT is a technical group responsible for assessing damage to VIRUS and its components. It is comprised of personnel with a thorough knowledge of VIRUS hardware and equipment.
Upon notification from the DAT Lead, the DAT will proceed to the affected site and determine the extent of the damage caused by the contingency event. The DAT will address the following concerns:

· Determine the cause of the emergency (Natural, Human, Technical);

· Determine the area(s) affected (Personnel, Facilities, Resources);

· Determine stability of the area (including new disruptions or dangers);

· Determine the status of the physical infrastructure;

· Determine inventory and functional status of equipment;

· Determine type of damage to equipment (e.g., water, fire and heat);

· Determine items to be replaced (Equipment, Facilities, Utilities, Network Infrastructure);

· Estimate recovery time; and

· Report findings to the DAT Lead.
The initial assessment is intended to establish the extent of damage to critical hardware (e.g., database servers), infrastructure (e.g., HVAC, electrical, water, telecom, network, etc.), and the facility that houses the system. The primary goal is to determine where the recovery should take place and what hardware must be ordered immediately. It is extremely important that any equipment, magnetic media, paper stocks, and other items at the damaged original site be protected to avoid further damage. Some equipment, hardware, and software may be salvageable or repairable and save time in restoring operations. The DAT will protect network assets and minimize further damage as much as possible.

If estimates from this process indicate that recovery at the original site will require more than 24 hours, migration to the alternate processing site is inevitable.

As soon as practical a complete inventory of all salvageable equipment must be taken, along with estimates about when the equipment will be ready for use (in the case that repairs or refurbishment is required). The inventory list should be delivered to the EMT, utilizing facsimile if available or by telephone. The EMT will use the list to determine which items from the disaster recovery hardware and supplies lists must be procured to begin replacing network devices.

Team members should be liberal in their estimate of the time required to repair or replace a damaged resource. Take into consideration cases where one repair cannot begin until another step is completed. Estimates of repair time should include ordering, shipping, installation, and testing time.

In considering the hardware items, consider the equipment priority lists for each platform provided in Section 4 of this plan. These lists consist of the critical components necessary for recovery at the alternate processing site. The DAT will need to separate items into two groups. One group will be composed of items that are missing or destroyed. The second will be those that are considered salvageable. Based on input from this process, the DAT can begin the process of acquiring replacements.

If a damage assessment cannot be performed locally because of unsafe conditions, the DAT will follow the directive outlined in Section 3.5.
3.5 Alternate Assessment Procedures

In the event the DAT Team or other recovery teams cannot respond to the disaster site, they will conduct an assessment indirectly, based on reported information from the notification sources, and respond appropriately to the disaster.

3.6 Personal Location Control Form

A Personnel Location Control Form for each team is included at Appendix B of the plan. The intent of this form is not to replace normal timesheet reporting, but to provide the BCP Coordinator with the location and schedule of team members at any given time. Depending on the expertise of recovery team personnel, some team members may serve dual recovery roles (e.g., database restoration, network recovery). The Personnel Location Control Form will allow the BCP Coordinator to review team member schedules and ensure that members have not been double-scheduled. Should this occur the BCP Coordinator will determine which recovery process has priority. The BCP Coordinator will receive the completed Personnel Location Control Forms on a daily basis from specific Team Leads.
4 RECOVERY Phase 

Recovery operations begin after the VIRUS BCP is activated, damage assessment(s) is completed, Recovery Team Leads are notified, and recovery team members are activated. The recovery phase focuses on contingency measures to execute temporary IT processing capabilities, repair damage to the original system, and restore operational capabilities at the original or new site. At the completion of the Recovery Phase, VIRUS will be operational and performing its designated functions. The following table clearly depicts recovery priorities.

	RECOVERY PRIORITY 
	HARDWARE
	SOFTWARE

	1
	Cisco 2605 Router
	Cisco IOS

	2
	Cisco 4500M Router
	Cisco IOS

	3
	Cisco 2651XM Router
	Cisco IOS

	4
	Cisco 2522 Router
	Cisco IOS

	5
	Compaq/Dell Servers (Home Office-EDMS, Web, Inprise)
	Win2K, SAS, Blaise, Sybase/Powerbuilder, Borland Inprise, Trend Anti-virus, BlackICE server protect

	6
	Sun SunFire 280R (Home Office DB Server)
	Solaris 8, Sybase

	7
	Sun Enterprise E3000 (DB Warm Standby)
	Solaris 8, Sybase

	8
	Sun Sparc/5 (Sendmail Server)
	Solaris 8

	9
	Sun Sunfire V880 (Analytic Server)
	Solaris 8, Sybase, SAS

	10
	Sun Enterprise 450 (DB Server)
	Solaris 8, Sybase, SAS


Table 4-1. VIRUS Recovery Priority
The VIRUS Recovery Phase is formally addressed in the VIRUS DRP. The DRP provides detailed procedures and critical resource information to facilitate recovery of capabilities at the alternate processing site. It focuses on IT, and is commonly limited to major disruptions with long-term effects. Refer to the DRP included as Attachment 8 to the plan.
4.1 Recovery Planning

A key activity in planning for disaster recovery is to identify key system components and envision the types of failures that may occur. VIRUS consists of a foundational data and services infrastructure overlaid with domain-specific applications that often place unique demands on the foundation. As outlined in the VIRUS BIA, the failure of foundational subsystems, components, or applications may result in different impacts depending on the failure involved.

In the case of VIRUS, the overall business impact felt is most significant for failures of the “DATABASE” general infrastructure subsystem and the “DEOC Support” domain-specific secure intranet application.

4.2 Recovery Goal

The BCP identifies the teams required to conduct the physical recovery process to ensure continuity throughout the recovery progression. The EMT Lead will contact other recovery Team Leads as needed and establish a recovery strategy. The TRT will perform technical operations as directed in structured phases
Phase 1: Alternate Processing Site Coordination Recovery – The coordination of the restoration of all critical IT services at the COOP North facility.

Phase 2: Network Recovery – The planning and execution of recovery efforts related to data and video communications.

Phase 3: System Restoration – The coordination of the restoration of all infrastructures-based computer services, voice, and data communications.

The DRP encompasses defined recovery goals and processes. Recovery is accomplished by having Managerial, Response, and Support Teams acting upon a contingency event that activates the VIRUS BCP. DRP procedures for recovering VIRUS at the COOP North facility and MTDC are outlined for the EMT, DAT, TRT, and MTDCT. Each procedure is executed in the sequence it is presented in order to maintain efficient operations.

4.2.1 Technical Recovery Team Lead

The TRT Lead notifies team members and directs them to initiate the recovery of the system at the alternate processing site. Upon recovery of the system, the TRT Lead will notify the BCP Coordinator and EMT Lead relaying all known information.

Upon notification of a contingency event from the EMT Lead, the TRT Lead will:
· Obtain all the available information about the disaster and state of VIRUS;

· Convene the TRT;

· Estimate the time to restore VIRUS at the alternate processing site; and

· Determine what equipment will be necessary to restore VIRUS;

4.2.2 Technical Recovery Team

The TRT is a technical group responsible for recovering operation of VIRUS at the alternate processing site. It is comprised of personnel with a thorough knowledge of VIRUS hardware and equipment.

Upon notification from the TRT Lead, the TRT will respond to the alternate processing site and initiate recovery of the system. Team members will be informed of all applicable information.

The TRT will perform the following functions:
• 
Determine functional status of equipment;

• 
Restore the infrastructure that supports VIRUS (as necessary);

• 
Restore all applications and services hosted on the system;

• 
Restore the latest VIRUS database and ensure that all VIRUS-related databases are available and verify that the recovered data is accurate;

• 
Restore the VIRUS network;

• 
Test system operations to ensure full functionality;

• 
Verify recovery and full operations status of the system; and

• 
Report recovery of the system to the TRT Lead.

5 Reconstitution Phase (Return to Normal Operations) 

Reconstitution operations outline activities necessary for restoring VIRUS operations at the original or new site. When the NOC at the original or new site has been restored, VIRUS operations at the COOP North facility and MTDC must be transitioned back. The goal is to provide a seamless transition of operations from the COOP North facility to the NOC.
Until the primary system is restored and tested, the contingency system will continue to operate.
5.1 Original or New Site Restoration 

The VIRUS Reconstitution Plan is designed to provide for all aspects of reconstitution planning and execution concerning the system. Procedures are defined to restore or replace the original site so that normal operations may be transferred from the alternate processing site.
Infrastructure Reconstitution
The following steps must be undertaken to reconstitute the infrastructure that supports VIRUS:

· Install 100Mb Ethernet backbone;
· Install and configure all system routers;
· Verify connectivity with CDC WAN;
· Install and configure SAN, database servers, application servers, and workstations;
· Install Network OS and applicable patches; and
· Install and configure workstation and server OS and applicable patches.

Database Reconstitution

The following steps must be undertaken to reconstitute the VIRUS database:

· Verify machines have proper OS with patches installed;

· Verify network connections working properly;

· Verify user accounts required by SQL server are created and have proper access rights for OS and network;

· Install SQL server from discs;

· Download and install patches from Microsoft website;

· Restore databases from Iron Mountain backups;

· Restore/Create user accounts for access to databases;

· Create backup and replication procedures; and

· Inform users they may begin connecting applications.
Applications and Services Reconstitution

The following steps must be undertaken to reconstitute the applications and services of VIRUS:

· Confirm that databases are restored 

· SDE & sister databases 

· Dimensions 

· Restore Dimensions file repository 

· Install Dimensions on new server 

· Build new Intranet Servers 

· Make sure Servers have OS, IIS, and prerequisites according to installation manuals 

· Install and Configure J2EE on Intranet Servers 

· Setup security 

· Extract code from Dimensions to Intranet Servers 

· Verify code works and meets security requirements 

· Establish replication to DMZ servers for Internet applications 

· Verify code works for Internet applications 

· Monitor applications and activity 
5.1.1 Technical Recovery Team
· Ensure adequate infrastructure support, such as electrical, power, water, telecommunications, security, environmental controls, office equipment, and supplies;

· Install system hardware, software, and firmware;
· Establish connectivity and interfaces with network components and external systems; and
· Test IT equipment and telecommunications connections.
5.2 Concurrent Processing 

Procedures are defined to operate the contingency system in coordination with the system at the original or new site. These procedures include testing the original or new system until it is functioning properly and the contingency system is shut down gradually. 

If a network device or server failure requires a complete replacement or rebuild, there should be a three to five-day period of concurrent operation with the replacement network device or server still in place, during which time the vendor must show that connectivity is re-established, data is current and complete, and that all functionality, including replication, is restored.  After that time, full production operations can be cut over to the new network device or server, concurrent operations terminated and the standby network device or server returned to standby status.
5.2.1 Technical Recovery Team 

· Test system operations to ensure full functionality; and
· Back up operational data on the contingency system and upload to the restored system.

5.3 Plan Deactivation 

Procedures are defined to eliminate the alternate site of any equipment or other materials belonging to the organization, with a focus on handling sensitive information.
 The following procedures are for returning to normal operations after emergency (contingency) operations:

· When computer operations are transferred back either to the original data center or to a new replacement data center, employees are to be kept informed. This will be performed by the BCP Coordinator.

· As computer operations are transferred back, the contingency operation will very quickly be phased down. The TRT is responsible for ensuring that all property and materials belonging to the organization are removed from the contingency site, and to use due care and caution to protect all data and software.

· The BCP Coordinator is responsible to maintain a full state of readiness during and particularly after returning to normal operations. The TRT will be directed to return materials back to their proper offsite storage, including current backup tapes.

· An official statement, via memorandum, will be made to all employees stating that the emergency is over and that operations are now or soon to be returned to normal. The VIRUS BCP will be deactivated.

5.3.1 Technical Recovery Team
· Materials, equipment, and backup media should be properly packaged, labeled, and shipped to the appropriate location(s).

· Secure, remove, and/or relocate all sensitive materials at the alternate processing site;

· Arrange for recovery personnel to return to the original or new facility;

· Shut down the contingency system;

· Terminate contingency operations.

The final activity of the disaster recovery process will be the meeting and debriefing of the BCP Coordinator, EMT, DAT, and Recovery Teams concerning the activities of the disaster recovery. The BCP Coordinator is responsible to make sure that events, problems and solutions, etc., are documented. Once documentation has been completed, the EMT, DAT, and Recovery Teams can be deactivated. During the next review of the plan, the BCP Coordinator will be responsible to ensure that any lessons learned are incorporated into the plan.

6 PLAN TRAINING, TESTING, AND EXERCISES

FPC 65A provides guidance to Federal Executive Branch Departments and agencies for developing viable and executable training and exercising programs.

 
6.1 BCP Training

BCP training of VIRUS recovery team(s) personnel is an integral component of the BCP process. The goal of training is to ensure that recovery team personnel are able to execute their respective recovery roles without the aid of the BCP.

· The system stewards and BCP Coordinator will develop a viable and executable training program. Training will be conducted at least annually, and when significant changes are made to the IT system, supported business process, or the BCP. New employees who will have contingency plan responsibilities will receive training promptly after hire.
· The BCP Coordinator should be responsible for identifying essential training requirements and training team personnel. Training must be documented.
· Personnel training will consist of individual and team training to ensure currency of knowledge and skills necessary to implement the BCP and carry out essential functions. Training will incorporate simulated events to facilitate effective response by personnel in a crisis situation.
· The system stewards and BCP Coordinator will ensure that training for personnel with plan responsibilities complements plan testing and after-action report recommendations.

6.2 BCP Testing

BCP testing is another critical element of the contingency process, and will be conducted at least annually, and when significant changes are made to the IT system, supported business process, or the BCP. Testing should identify any deficiencies in the BCP in addition to evaluating the ability of recovery team(s) personnel to implement it. The specific objectives of testing the BCP are:

· Conduct a performance-based test of the recovery policies and procedures identified in the VIRUS BCP;
· Test the ability of CDC IT personnel to accomplish the procedures established in the VIRUS BCP for an emergency;
· Test and identify the resources needed to execute the procedures defined within the VIRUS BCP; 

· Identify and correct any emergency weaknesses within the VIRUS BCP; and
· Conduct familiarization and training in the testing environment on the VIRUS BCP process and procedures.

Each element of the BCP should be tested first individually and then as a whole to confirm the accuracy of recovery procedures and overall effectiveness. The BCP Coordinator is responsible for testing and exercising the plan.

6.3 BCP Test Exercises

It is important that an exercise never disrupts normal operations.

The following areas should be addressed during the contingency exercise:

· System recovery on an alternate platform from backup media
· Coordination among recovery teams
· Internal and external connectivity
· System performance using alternate equipment
· Restoration of normal operations
· Notification procedures
· System recovery at the alternate processing site (for high-impact systems only)

The level of effort related to the conduct of exercises will correspond with the C&A three year life cycle and escalate from year one through year three. A variety of exercise types prepare members of the recovery team(s) to deal with the complex roles, responsibilities, and individual/team interactions necessary during response to an incident at the CDC Roybal Campus, Atlanta-area facilities, or Field locations. The major types of exercises are described below.

Year 1 – Tabletop Exercise

Year 2 – Functional Exercise

Year 3 – Full-Scale Exercise

6.3.1 Tabletop Exercises

Tabletop exercises bring members of the response organizations (i.e., BCP Coordinator, EMT, DAT, TRT, and MTDCT) together in a conference room setting to discuss how they would react to an emergency scenario. This is a cost-effective and efficient way to identify areas of overlap and confusion before conducting more demanding exercise activities. An Exercise Facilitator keeps team members focused on the pertinent issues and ensures objectives are accomplished.

An Evaluator(s) captures the primary discussions and decisions for inclusion in the evaluation report (after-action report).

6.3.2 Functional Exercises

Functional exercises are used to validate specific functions within the response organization. Typically, these exercises address a particular function of the BCP (e.g., emergency notification and mobilization, or data recovery). Participants are asked to evaluate how well the necessary functions were performed and identify lessons learned and areas for improvement. An Evaluator(s) captures the primary recovery activity and decisions for inclusion in the evaluation report (after-action report).

6.3.3 Full-Scale Exercises

Full-scale exercises are the most realistic of all exercise activities, involving a simulated IT emergency situation or crisis. These exercises often involve multiple response teams, and may include community response organizations. Controllers/ Evaluators assist participants to accomplish their activities within the context of the exercise and conduct a debriefing session to gather lessons learned. A formal written evaluation report (after-action report) highlights the strengths and weaknesses of plans, procedures, and teams. These exercises require a significant amount of commitment, both in terms of expense and labor.

7 Plan Maintenance

The BCP is an effective recovery tool when it is maintained in a ready state. Overall responsibility for developing the BCP and overseeing regular plan maintenance rests with the BCP Coordinator. 
The BCP will be validated as part of a regular training and exercise program. The BCP Coordinator will ensure that the plan is reviewed and updated at least annually, or as required, to reflect significant changes. Based on the system type and criticality, it may be reasonable to evaluate plan contents and procedures more frequently. At a minimum, plan reviews should focus on the following elements:

· Operational requirements;
· Security requirements;
· Technical procedures;
· Hardware, software, and other equipment (types, specifications, and amount);
· Names and contact information of team members;

· Names and contact information of vendors, including alternate and off-site POCs; and

· Vital records (electronic and hardcopy).
Plan revisions will also reflect lessons learned based on results of training, testing, and exercising the BCP. The plan is scheduled for review/revision during the same time frame as the training, testing, and exercising of the BCP.

The BCP Coordinator must approve all revisions to the BCP. Revisions are highlighted in the Document Change History table. When it is approved, a new version of the plan will be issued, and the BCP Coordinator will ensure that recovery team members receive changes to the document and that off-site copies are updated as well. 
In accordance with the HHS Information Security Program Contingency Planning for Information Security Guide, dated July 19, 2005, Section 3.7, the BCP Coordinator is responsible for the control and distribution of the BCP. Because the BCP contains potentially sensitive operational and personnel information, it should be marked accordingly and distribution controlled. Typically, copies of the plan are provided to recovery personnel for storage at home and at the office. Copies of the plan should be securely stored and/or controlled at all times. A copy should also be securely stored off-site with the backup tapes. The BCP Coordinator should maintain a record of copies of the plan and to whom they were distributed. A Distribution List is included as Attachment 1 to the BCP, listing the number of copies of plans and locations, to ensure all copies of the BCP (and attached plans) can be accounted for and updated as required.
8 PLAN APPENDICES/ATTACHMENTS
8.1 Appendices

A. Acronyms
B. Notification Roster
C. Management Notification Checklist
D. Recovery Teams Diagram
E. Recovery Teams Notification Checklist
F. Recovery Teams Call Tree
G. Key Customers Call Tree
H. Critical Vendors Call Tree
I. EMT Personnel Location Control Form
J. DAT Personnel Location Control Form
K. TRT Personnel Location Control Form
L. MTDCT Personnel Location Control Form
M. Driving Directions to Staging Area
N. IT Equipment Damage Assessment Log
O. Facility/Room Damage Assessment Log
P. Fixtures/Furnishings Damage Assessment Log
8.2 Attachments

1. VIRUS BCP Distribution List

2. Equipment and Specifications 
3. Service Level Agreements/Memorandums of Understanding 
4. VIRUS Standard Operating Procedures

5. VIRUS Disaster Recovery Plan

6. Occupant Emergency Plan 
7. Business Resumption Plan
8. Related BCPs 
9. Integrated Emergency Management Plan 
APPENDIX A
ACRONYMS
	Acronym
	Definition

	
	

	NIST
	National Institute for Standards and Technology

	IRMO
	Information Resources Management Office

	MTDC
	Mid Tier Data Center

	CDC
	Centers for Disease Control and Prevention

	DCTS
	Data Collection and Transformation System

	ETL
	Data Extract, Transform and Load

	SAS
	Statistical Analysis Systems

	ESRI
	Environmental Systems Research Institute

	SDN
	Secure Data Network

	ArcIMS
	Arc Internet Map Server

	SFTP
	Secure File Transfer Protocol

	SSH
	Secure Shell

	VCS
	Veritas Cluster Server

	ISS
	Internet Systems Server

	ITSO
	Information Technology Services Office

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	


APPENDIX B

NOTIFICATION ROSTER
	Name/Title
	Phones: Office, Mobile, Home
	Email
	Function
	CIO

	
	O: 000-000-0000
M: 000-000-0000

H: 000-000-0000
	@cdc.gov
	Business Steward
	OD/OCCO

	
	O: 000-000-0000
M: 000-000-0000

H: 000-000-0000
	@cdc.gov
	Technical Steward
	OD/OCCO

	
	O: 000-000-0000
M: 000-000-0000

H: 000-000-0000
	@cdc.gov
	Security Steward
	OD/OCCO

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


	APPENDIX C
MANAGEMENT NOTIFICATION CHECKLIST



	This checklist will be used by the BCP Coordinator when notifying the Emergency Management Lead, and by the Emergency Management Team when notifying Recovery Team Leads.

	

	1. Obtain initial damage assessment from Damage Assessment Team Lead and relay information to appropriate Recovery Team personnel.



	2. Provide information on the staging area (e.g., time and place to report):



	3. Primary phone number for the Management Team:



	4. Provide information on the condition of the Roybal Campus facility/Network Operations Center (e.g., habitable, inhabitable):




APPENDIX D
RECOVERY TEAMS DIAGRAM
When notified by the BCP Coordinator that the BCP has been activated, the Emergency Management Team will ensure the appropriate Recovery Team Leads are notified and Recovery Teams apprised of the situation (not all teams may be required for all events).
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	APPENDIX E
RECOVERY TEAMS NOTIFICATION CHECKLIST


	When notified by the Emergency Management Team that the BCP has been activated, the Recovery Team Lead will ensure they receive the following information and relays this information to the Recovery Team Members:

	

	1. Obtain a brief description of the emergency:



	2. Location of the staging area:



	3. Primary phone number for the Management Team:



	4. Is the Roybal Campus facility/Network Operations Center inhabitable/ uninhabitable?




APPENDIX F
RECOVERY TEAMS CALL TREE
	PRIMARY

	NAME
	WORK PHONE
	MOBile PHONE/

BLACKBERRY
	home phone
	TEAM
	WORK E-MAIL
	TIME CALLED
	CONTACTED

YES/NO

	
	
	000-000-0000

BB # -
	
	
	
	
	

	
	
	BB # - 
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	aLTERNATE

	NAME
	WORK PHONE
	mobile phone/pager
	home phone
	TEAM
	WORK E-MAIL
	TIME CALLED
	CONTACTED

YES/NO

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	


	APPENDIX G 


KEY CUSTOMERS CALL TREE

	

	 

	Product/Service:

	Customer Name:

	Customer Address:



	Contact Person:

	Phone No.:
24 Hour No.:
FAX No.:
Other No.:

	Alternate Contact:


	

	Comments:



	 

	Product/Service:

	Customer Name:

	Customer Address:



	Contact Person:

	Phone No.:
24 Hour No.:
FAX No.:
Other No.:

	Alternate Contact:
	

	Comments:



	 


	APPENDIX H

CRITICAL VENDORS CALL TREE

	

	 

	Product/Service:

	Vendor Name/ID:

	Vendor Address:



	Contact Person:

	Phone No.:
24 Hour No.:
FAX No.:
Other No.:

	Alternate Contact:
	

	Comments:



	 

	Product/Service:

	Vendor Name/ID:

	Vendor Address:

	Contact Person:

	Phone No.:
24 Hour No.:
FAX No.:
Other No.:

	Alternate Contact:
	

	Comments:



	


APPENDIX I
PERSONNEL LOCATION CONTROL FORM

Date:   






Completed by: 

EMERGENCY MANAGEMENT Team

	NAME
	RECOVERY LOCATION
	PHONE NUMBER
	WORK SCHEDULE

FROM
	WORK SCHEDULE

TO

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


NOTE: Form must be completed and submitted daily to the BCP Coordinator

APPENDIX J
PERSONNEL LOCATION CONTROL FORM

Date:   






Completed by: 

DAMAGE ASSESSMENT Team

	NAME
	RECOVERY LOCATION
	PHONE NUMBER
	WORK SCHEDULE

FROM
	WORK SCHEDULE

TO

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


NOTE: Form must be completed and submitted daily to the BCP Coordinator

APPENDIX K
PERSONNEL LOCATION CONTROL FORM

Date:   






Completed by: 

TECHNICAL RECOVERY Team

	NAME
	RECOVERY LOCATION
	PHONE NUMBER
	WORK SCHEDULE

FROM
	WORK SCHEDULE

TO

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


NOTE: Form must be completed and submitted daily to the BCP Coordinator
 APPENDIX L
PERSONNEL LOCATION CONTROL FORM

Date:   






Completed by: 

MID-TIER DATA CENTER Team

	NAME
	RECOVERY LOCATION
	PHONE NUMBER
	WORK SCHEDULE

FROM
	WORK SCHEDULE

TO

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


NOTE: Form must be completed and submitted daily to the BCP Coordinator
APPENDIX M
DRIVING DIRECTIONS TO STAGING AREA
(Insert driving directions along with map)
[image: image5.png]



[image: image6.png]:
$

irections

1. Start out going NORTH on BRANDYWINE RD toward FLOWERS RD S.
2. Tum LEFT onto FLOWERS RD S.
3. Tum LEFT onto WOODCOCK BLVD.

. Turn RIGHT onto 1-85 N/NORTHEAST EXPY.

T SLIGHT LEFT to take the ACCESS RD-SOUTH ramp toward 1-65
S/SHALLOWFORD RD.

Turn SLIGHT LEFT onto 1-85 ACCESS RD/NORTHEAST EXPY NE.

Merge onto 1-85 S via the ramp on the LEFT toward ATLANTA.

Take the COURTLAND ST exit- EXIT 249A- toward GEORGIA STATE
UNIVERSITY.

Turn LEFT onto HARRIS ST N,

a,
6.
7.
8.
9. Stay straight to go onto COURTLAND ST NE.
10.
11

Turn LEFT onto PIEDMONT AVE NE.

End at 395 Piedmont Ave Ne, Atlanta, GA 30308-3406 US

Distance

0.3 miles,
0.2 miles
0.2 miles
01 milee
0.1 miles
0.1 miles

115 milee
0t milee
0.1 miles
0.1 mies

0.2 miles




APPENDIX N
INFORMATION TECHNOLOGY (IT) EQUIPMENT DAMAGE ASSESSMENT LOG
Event: ______________________________      Date: ____________________________

	IT Equipment Damage Assessment Log
	Page ___ of ___

	Assessed by:
	Phone #:

	System/Application:
	Room #:

	Condition of Work Area: (Circle) 1. Unusable  2. Partially Usable  3. Fully Usable

	IT Equipment
	Condition / Type of Damage (e.g., water, fire, smoke)
	Status

	Model:

Serial #:

Manufacturer:
	Damage Type:

  Clean Only

  No Damage Observed
	Circle One:

  1.  Unusable

  2.  Partially Usable

  3.  Fully Usable

  Notes:

	Model:

Serial #:

Manufacturer:
	Damage Type:

  Clean Only

  No Damage Observed
	Circle One:

  1.  Unusable

  2.  Partially Usable

  3.  Fully Usable

  Notes:

	IT Equipment
	Condition / Type of Damage (e.g., water, fire, smoke)
	Status

	Model:

Serial #:

Manufacturer:
	Damage Type:

  Clean Only

  No Damage Observed
	Circle One:

  1.  Unusable

  2.  Partially Usable

  3.  Fully Usable

  Notes:


Additional Notes:

· Cause of the emergency

· Affected areas

· Stability of the area

· Status of the physical infrastructure

· Inventory and functional status of equipment

· Items to be replaced

· Estimated recovery time

APPENDIX O
FACILITY/ROOM DAMAGE ASSESSMENT LOG
Event: ______________________________      Date: ____________________________

	FACILITY/ROOM

Damage Assessment Log
	Page ___ of ___

	Assessed by:
	Phone #:

	System/Application:
	Room #:

	Condition of Room/Trailer: (Circle) 1. Unusable  2. Partially Usable  3. Fully Usable

	Room Components
	Condition / Type of Damage (e.g., water, fire, smoke)
	Status

	Ceiling
	Damage Type:

  Clean Only

  No Damage Observed
	Circle One:

  1.  Unusable

  2.  Partially Usable

  3.  Fully Usable

  Notes:

	Walls
	Damage Type:

  Clean Only

  No Damage Observed
	Circle One:

  1.  Unusable

  2.  Partially Usable

  3.  Fully Usable

  Notes:

	Room Components
	Condition / Type of Damage (e.g., water, fire, smoke)
	Status

	Flooring
	Damage Type:

  Clean Only

  No Damage Observed
	Circle One:

  1.  Unusable

  2.  Partially Usable

  3.  Fully Usable

  Notes:

	Doors
	Damage Type:

  Clean Only

  No Damage Observed
	Circle One:

  1.  Unusable

  2.  Partially Usable

  3.  Fully Usable

  Notes:


Additional Notes:

· Cause of the emergency

· Affected areas

· Stability of the area

· Status of the physical infrastructure

· Inventory and functional status of equipment

· Items to be replaced

· Estimated recovery time

APPENDIX P
FIXTURES/FURNISHINGS DAMAGE ASSESSMENT LOG
Event: ______________________________      Date:____________________________

	ROOM/TRAILER

Damage Assessment Log
	Page ___ of ___

	Assessed by:
	Phone #:

	Room/Trailer Number 

	Condition of Room/Trailer: (Circle) 1. Unusable  2. Partially Usable  3. Fully Usable

	Fixtures
	Condition / Type of Damage (e.g., water, fire, smoke)
	Status

	Total # of fixtures:

Total # damaged:
	Damage Type:

  Clean Only

  No Damage Observed
	Circle One:

  1.  Unusable

  2.  Partially Usable

  3.  Fully Usable

  Notes:

	Furnishings
	
	

	Total # of chairs:

Total # damaged:
	Damage Type:

  Clean Only

  No Damage Observed
	Circle One:

  1.  Unusable

  2.  Partially Usable

  3.  Fully Usable

  Notes:

	Furnishings
	Condition / Type of Damage (e.g., water, fire, smoke)
	Status

	Total # of desks:

Total # damaged:
	Damage Type:

  Clean Only

  No Damage Observed
	Circle One:

  1.  Unusable

  2.  Partially Usable

  3.  Fully Usable

  Notes:

	Total # of tables:

Total # damaged:
	Damage Type:

  Clean Only

  No Damage Observed
	Circle One:

  1.  Unusable

  2.  Partially Usable

  3.  Fully Usable

  Notes:


Additional Notes:

· Cause of the emergency

· Affected areas

· Stability of the area

· Status of the physical infrastructure

· Inventory and functional status of equipment

· Items to be replaced

· Estimated recovery time

ATTACHMENT 1
VACCINE INJECTIONS RAPID UTILIZATION SYSTEM BCP DISTRIBUTION LIST

The individuals identified on the Distribution List are responsible for BCP implementation. They receive numbered and controlled copies of the BCP, as well as formal updates and changes according to maintenance schedules established by the BCP.

	Name
	CIO
	Address
	Phone
	Email
	Plan No.

	
	OD/OCOO
	
	
	@cdc.gov
	1-1

	
	OD/OCOO
	
	
	@cdc.gov
	1-2

	
	OD/OCOO
	
	
	@cdc.gov
	1-3

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	


CONTROLLED
UNCLASSIFIED
INFORMATION

(CUI)

(When Filled In)

This document contains information that may be exempt from public release under the Freedom of

Information Act (FOIA) (5 U.S.C. 552), exemption 2 applies. Approval by the Centers for Disease Control

and Prevention Document Control Officer, Office of Security and Emergency Preparedness, and the CDC

FOIA Officer, prior to public release via the FOIA Office is required.




































































































Controlled Unclassified Information (CUI) (When Filled In)
ii

Controlled Unclassified Information (CUI) (When Filled In)
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