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We give a short proof for message integrity of the IAPM modes and 

IACBC modes proposed by Jutla [1]. 

1 Introdu
tion 

Jutla [1] g a ve  two s 
 hemes to 
ombine message integrity with en
ryption. The 

methods use a blo
k-
ipher as the main ingredient. To analyze these s
hemes 

we repla
e the blo
k en
ryption by a random permutation and analyze the 
on-
stru
tion in an information theoreti
 way. The rationale behind this is that 

a g o o d blo
k 
ipher should b e a pseudorandom permutation and thus for an 

atta
ker that does not know the key the real situation is 
omputationally indis-
tinguishable from the situation des
ribed above. 

Note that this is a preliminary paper and in the full paper we will have a 

more 
omplete introdu
tion whi
h also 
ompares to related work. 

2 Preliminaries 

The primitive w e start with is a blo
k-
ipher f a
ting on n bits. Jutla des
ribes 

two diferent modes, a CBC inspired mode 
alled IACBC and a parallel mode 


all IAPM. In both modes a blo
k 
ipher with one random key is used together 

with a random numb e r r to generate a sequen
e of values S; 

whi
h have the 

property that ea
h of them is uniformly pi
ked and the diferen
e of of S; 

and 

Sj 

is also uniformly distributed for i   j.
 

One eÆ
ient implementation of this setup is to have
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and 

S; 

a; 

M 

where a; 

are distin
t non-zero elements in GF [2n] and is interpreted as an 

element i n GF [2n]. 

The main use of en
ryption is through applying f with an independent k ey 

K2. We model f 

� 

as a random permutation G and f 

� 

as an independent 

random permutation F . If the underlying blo
k 
ipher gives a family of pseu-
dorandom permutations under the 
hoi
e of random key this only introdu
es 

negligible error when dealing with a 
omputationally bounded adversary. 

We study two atta
ks of the adversary. In both 
ases the adversary asks for 

the en
ryption of a number of messages at his 
hoi
e. The adversary is allowed 

to be adaptive and hen
e ea
h plaintext 
an depend on all the en
ryptions seen 

so far. 

To violate message integrity the adversary should produ
e a 
ipher text C � 

whi
h is a

epted as a valid en
ryption. 

He violates se
urity of en
ryption with advantage { if he 
an produ
e two 

plaintexts P 0 and P 1 of equal length and then given the en
ryption of one of 

them guess the 
orre
t plaintext with probability 1 + { /2. 

IAPM 

1�1The mode is defned as follows. Given a plaintext P; ;=1, we defne a parity 


he
k 

P1 

1�1 
;=1 

P;  1 

where the sum is blo
k-wise ex
lusive-or. Numbers S; 

1
;=0 

are generated as 

des
ribed in Se
tion 2 and we let C0 

r, the random seed used to generate the 

S; 

and for other i we have 

M; 

P; 

+ S; 

N; 

F M; 

C; 

N; 

+ S;M 

ex
ept for the last blo
k where C1 

N1 

+ S0. 

De
ryption is performed in the obvious way and a resulting plaintext is 

a

epted if  1 holds. 

Now w e let the adversary ask for en
ryptions of plaintexts. We denote the 

j'th plaintext by P j and its i'th blo
k b y P j . Similar notation applies to MM NM S; 

and r-values. We start by a defnition. 

Defnition 3.1 There is an a

ident in the prepro
essing stage if for any jM i 

Mk Nk jkM  we have M;
j 

1 

or N;
j 

1  or  r rk for j k. 
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We h a ve the following lemma. 

Lemma 3.2 If a total of m blo
ks are en
rypted in the prepro
essing stage the )
2 

is 
hosen after the adversary has spe
ifed 

'
(


2�nprobability of having an a

ident is at most .
 

j
Proof: Sin
e the the value of r

j
;P 

j the probability that M k
1 for any pair jM i kM is exa
tly 2�n . IfM


j
;

j
;M


k
1 then N k

1M
 N
 sin
e F is a permutation. The probability of two )
2 

and the lemma follows by the union bound. 

We n o w h a ve the integrity theorem. 

� +m : 2(n�1)/2Theorem 3.3 Consider IAPM. Suppose . The probability that 

the adversary produ
es a 
iphertext C � of length 

� that is a

epted a s l e gitimate 

after having had m blo
ks en
rypted in the prepro
essing phase is at most 

( (
� 

))  

'

m+ 

21�n.1 + 

2 

Proof: We prove that the probability of a su

essful forgery 
onditioned upon 

no a

ident in the prepro
essing stage is at most 

( (
�
))

21�n.1 + 

�m + 

2

In view of Lemma 3.2 this is suÆ
ient to establish the theorem. We prove this 

bound for any fxed out
ome of the prepro
essing stage. We 
on
entrate of 

triples FM GM r that lead to one spe
if
 node where the adversary has seen m 

en
ryptions. Note that on
e both all plaintexts and 
iphertexts are fxed the 

property o f h a ving an a

ident depends on GM r only. This follows sin
e it 
an 

be written as equalities involving only P M C and S-values. We h a ve the following 

lemma. 

Lemma 3.. After any prepro
essing all GM r with no a

ident are equally 

likely. 

Proof: On
e GM r without an a

ident is spe
ifed the 
ondition on F is that 

it takes m diferent v alues at m diferent points and thus the probability that 

F fulflls this is always the same. 

Lemma 3.5 The fra
tion of GM r without any a

ident after m blo
k en
ryp­

(


diferent r's being equal is also 2n . We h diferent pairs of 
ryptoblo
ks a ve 

'
)

2 

Proof: This follows sin
e the probability that M

(


21�ntions is at least 1 - .
 

j
; M


k
1 or N j; N


k
1 for 

jM i kM or rj rk for j k is ea
h 2�n and we apply the union 

bound. 
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Let us return to the proof of Theorem 3.3. The adversary has produ
ed a 

1� 1� 


iphertext C; 

� 

;=0 

whi
h at de
ryption produ
es P; 

� 

;=1 

. We need to estimate 

the probability that P 

� satisfes  1 . We need the following defnition. 

Defnition 3.6 A blo
k C; 

� is a for
ed 
ollision if for some j in the prepro
essing 

j j j
stage C0 

C0 

� and if i  � C; 

� C; 

or i 

� and C; 

� C1 

where is the length 

of message j. 

We h a ve two 
ases: 

1. All blo
ks of C � are for
ed 
ollision. 

2. Some blo
k o f C � is not a for
ed 
ollision. 

In the frst 
ase we reason as follows. Sin
e the r's are all diferent there is a 

unique j 
ausing the for
ed 
ollisions and let b e the length of this message. 

Sin
e C � is diferent from Cj and all blo
ks are for
ed 
ollisions we m ust have
� 

j � 

j . This gives that P 

� P for 1 : i : - 1 while P 

� P + S1 

+ S1� . We ; ; 1� 1 


on
lude that 

1� 1� 

�1 

j jP; 

� P + P + S1 

+ S1�  2; 1 

;=1 ;=1 

If we did not have any 
onditioning the probability of this being 0 would 

be exa
tly 2�n . Note that this is only a probability o ver GM r and thus 
on-
ditioning is in fa
t easy to deal with. We know b y Lemma 3.4 and Lemma 3.5 

that we pi
k GM r with uniform probability from a subset of density at least(
'
)
21�n1 - 2 

w e 
on
lude that also in the 
onditioned 
ase the probability o f
 2 being 0 is at most 

( )
m 

2�n 2�n �1 : 21�n1 -
2 

and this 
ompletes the analysis in the 
ase of all blo
ks being for
ed 
ollisions. 

In the 
ase where at least one blo
k is not a for
ed 
ollision we argue as 

follows. Say that we h a ve a spurious 
ollision if two N -values that are not equal 

with probability 1 are equal. By the property of no a

ident in the prepro
essing 

stage we h a ve no spurious 
ollision in the prepro
essing steps. We h a ve at most (
1� 

)
�m + 2 

pairs that 
an result in an spurious 
ollision. If we did not have a n y 


onditioning the probability o f s u 
 h a 
ollision happening would be at most ( 

�
)

2�n � m + . 

2

Sin
e the event of a spurious 
ollision only depends on GM r we 
an reason 

as above and 
on
lude that if we 
ondition upon no a

ident happening in the ( )
' 21�n �1prepro
essing this probability in
reases by at most a fa
tor  1- 2 

: 2. 
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Now assume that we h a ve no spurious 
ollisions and take one N � whi
h does; 

not appear in prepro
essing or as N;
� 

� 

for i� i. Fix F 

�1 at all values queried 

in prepro
essing and at points other than N � when de
rypting C � . This leaves ; 

2n - m - � - 1 values that 
an appear as F 

�1 N � and only one of them ; 

produ
es a valid plaintext. We 
on
lude that the probability of a su

essful 

forgery 
onditioned upon no a

ident in the prepro
essing stage is at most 

( 

�
) ( 

�
)

21�n � n � �1 : 21�n � m + + 2 - m +  1 + m + M 

2 2

and the proof of the theorem is 
omplete. 

We next turn to se
urity. 

Theorem 3.7 If a total of m blo
ks have been en
rypted in IAPM­mode then 

2(n�1)/2assuming m : the advantage of the adversary in the en
rypt and ( )
2�n
ompare game is at most 3 ' .2 

Proof: Sin
e all r's are pi
ked randomly the probability of an a

ident during (
'
)
2�nthe en
ryptions, in
luding the two test en
ryptions is at most 2 

. We 

assume that there is no su
h a

ident and fx one trans
ript. 

Now 
onsider the 
hanged trans
ript where the two test 
iphertext are in-
ter
hanged. Keeping the same S-values we 
an 
al
ulate the N -values used 

in de
ryptions of these messages. Say that we h a ve a post-a

ident i f two N -
values produ
ed this way are equal or one of these N -values have been seen 

elsewhere. If we did not have a n y 
onditioning the probability of a post a

i-(
'
)
2�ndent w ould be at most . The 
onditioning 
an only in
rease by a fa
tor( ) 2 

' 21�n �11 - 2 

: 2. If there is no a

ident or a post-a

ident the 
hanged 

trans
ript happens with exa
tly the same probability as the original trans
ript 

and in this 
ase the adversary has no advantage in guessing whi
h is the 
orre
t 

en
ryption. This proves the theorem. 

IACBC 

The mode is similar to IAPM but it 
hains the blo
ks. We frst expand the 

1plaintext using the same parity-
he
k  1 and generate numbers S; 

We let ;=0 

. 

N0 

C0 

G r , where r is the random seed used to generate the S; 

and for 

other i we have 

M; 

P; 

+ N;�1 

N; 

F M; 

C; 

N; 

+ S;M 

ex
ept for the last blo
k where C1H1 

N1H1 

+ S0 

. 
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� 2(n�1)/2Theorem ..1 Consider IACBC. Suppose + m : . The probability 

that the adversary produ
es a 
iphertext C � of length 

� after having had m blo
ks 

en
rypted in the prepro
essing phase is at most ( (
� 

))
+ m 

21�n1 + . 

2 

Proof: The diferen
es to the proof in IAPM mode not substantial and let us 

mainly point out the diferen
es. 

jWe defne an a

ident as before. The probability o f M; 

M1
k is still about 

2�n . For j k this is exa
tly true sin
e going over all 2n values of r produ
es all 

2n values of ea
h M; 

and N;  as long as the plaintext is fxed . This argument 

does not apply to j k, i but, and we h a ve to be slightly more 
areful. We 


an estimate the probability of a frst a

ident at some point and 
onditioning 

upon M;
j 

�1 

not being equal to any previous M -value we see that the probability 

of an a

ident i n volving M j given that it is the m'th en
rypted blo
k is at most;
 

�1 2n�1
2n -m and thus at most 21�n for m . 

In parti
ular assuming that m 2n�1 Lemma 3.2 remains true upto a fa
tor 

of 2. 

Lemma ..2 If a total of m blo
ks are en
rypted in the prepro
essing stage of (
'
)
21�nIACBC the probability of having an a

ident is at most 2 

. 

Lemma 3.4 remains true without any 
 hange. Note that M; 

P; 

+ S;�1 

+ 

C;�1 

for i 2 2 and M1 

P1 

+ C0. Thus the 
ondition of no a

ident 
an be 

phrased in terms of GM r only and on
e it is fulflled we only spe
ify F at a 

fxed number of points. 

Lemma 3.5 also remains true. The equalities we 
 he
k are either independent 

j �nof GM r  i.e. involving only M1 

for diferent j's or hold with probability 2 . 

The number of equalities is the same. 

In the proof of the theorem itself we h a ve the same two 
ases. When we only 

have for
ed 
ollisions then 

P 

� P 

j + N j P 

j + Cj + Sj + Cj + Sj 

1� 1 1�1 

+ N1
� 

� 

�1 1 1�1 1�1 1� 

�1 1� 

�1 

and thus again to a

ept a message requires a nontrivial equality i n volving of 

S-values. 

The 
ase when we h a ve some spurious 
ollisions is analyzed as before. We 

frst analyze the probability that all values are diferent and then fxing every-
thing ex
ept this last value of F 

�1, the argument is as before. 

The 
ase of en
ryption is equally similar and we omit the details. 

Theorem ..3 If a total of m blo
ks have been en
rypted i n I A CBC­mode then 

the advantage of the adversary in the en
rypt and 
ompare game is at most ( )
' 21�n3 .2 

The 
hange of the bound 
omes from the loss of a fa
tor of two in Lemma 4.2 


ompared to Lemma 3.2. 
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