Session Abstract

Information Assurance has long been considered a "black art" -- a good security engineer knows a good security design or implementation by intuition, not by quantifiable measures. The concept of Information Assurance Metrics endeavors to make information assurance a quantifiable system characteristic, one that can be automatically measured or instrumented. This approach would allow the assurance properties of a system to be analyzed much like more traditional software complexity, test case coverage, and productivity measures. DARPA has initiated the Information Assurance Metrics program to perform the basic science required to support the development of information assurance metrics, processes, and methodologies.

A similar consideration has been the concept of substituting good security processes for good security mechanisms. The move to outsourcing of managed environments has resulted in the concept of service level agreements. In a service level agreement based system, a customer can purchase some level of assurance for his managed applications by stipulating the processes a service provider must have in place on his system.

In both of these cases, the desire for measurable, quantifiable information assurance is present. The question is simple: is it possible to take the qualitative nature of information assurance and transform it into a meaningful set of quantitative measurements? Software engineering has conducted similar activities, with the objective of producing "better" software with fewer defects. Research studies in software engineering over the years have resulted in documented improvements in software productivity and quality.

This panel seeks to present four perspectives on information assurance measurement:

- The perspective of information assurance metrics being attainable in the near term, if a disciplined, scientific approach is applied to the problem.
- The perspective that service level agreements provide a near term approach to determining the information assurance capabilities of a service provider.
- The perspective of useful assurance processes with the use of auditing to ensure process execution, with the realization these assurance processes will never replace good, basic assurance mechanisms.
- The perspective of the information assurance community learning from the software engineering disciplines and their repeated attempts to turn good software development practices into a quantitative measurement-based science before information assurance metrics take a similar path.
"Systems that can be attacked at the register level must be protected at the register level."
- Earl Boebert

"If anything can go wrong, it will." - Murphy

In recent years, DARPA has been urging the application of the scientific method to a number of problems areas in information assurance and computer security. The push to develop quantifiable measures of assurance is but one step in this progression. While the goals of this movement are laudable, the underlying science is sadly lacking. Software development is, at best, in the craft era. The state of practice, as typified by commercial products such as Windows and many of its (too) closely integrated applications is abominable.

I would like to believe that metrics relating to security are possible, but there is little evidence to support this view at present. First, let us consider what a security metric might measure. There are several candidates - a measure of the resources or effort required to compromise the system is the most obvious. For such a measure to be useful, it should be soundly based on demonstrable assurances of the form "If I do X (at cost Y) the cost of compromising the system will be raised by Z." This kind of metric is clearly applicable to security measures such as properly managed crypto systems, but fails to take Murphy into account. Cathy Meadows has recently introduced a work factor concept into the analysis of cryptographic protocols for denial of service vulnerabilities, a step in the right direction that might be applicable elsewhere. It might be interesting to consider the effort required to discover a vulnerability and develop an exploit for it as well as the effort to deploy the exploit. Unfortunately, for commodity systems, our failure to heed Boebert makes the former fairly modest (and easily amortized over repetitions of the exploit) while the latter is usually trivial. Most of our deployed systems are patently insecure and the value that could be assigned to any work factor metric for compromising them is vanishingly small.

The TCSEC and subsequent evaluation criteria are based on an assumption that process plus technology gives demonstrable assurance, but there is little evidence to support this view, and even so, much of the applicable assurance technology is out of vogue. Even the SW-CMM community is more comfortable in measuring process related attributes such as cost and productivity as opposed to attributes, such as reliability, that might be related to security. Although many of the DoD software development contractors have had CMM evaluations, neither Microsoft nor any of the major Unix providers appear to have been evaluated. On a smaller organizational scale, the PSP/TSP approach to individual and team skills building appears to bring about a dramatic reduction in software defects, but to date, there is no experience with security relevant defects. It is
likely that some combination of PSP/TSP with training in secure coding practices would lead to systems that avoid many of the blunders common in commodity software today. If the result was an reduction in security related flaws to the point that significant work factors were required to discover new vulnerabilities, it might be possible to substantiate a work factor / process link and approach metrics from the process viewpoint.

Even if we learn to heed Boebert and build systems that have substantial resistance to frontal assaults, Murphy is likely to confound our results. There is evidence that poor system management and operational practices are an enabling factor in many compromises. Work factor measures assume that doing the work is the only way to breach the system. If the likelihood that the attacker can find an easier way to effect a compromise is fairly high, the work factor required by the brute force approach is irrelevant. I am even less sanguine about developing measures for effective system administration, security management, etc. than I am about work factor based measures based on assurance techniques.
Panel Position Paper - Information Assurance Metrics: Prophecy, Process or Pipedream?

John Michael Williams

1) The State of the Art ...

at NIST, DoD, DoE (unclassified), GAO, USAID, USDA, Customs, Bear-Stearns, Citigroup, First Union, Dupont, General Motors et al. (A)

--- sorry as it can be ...

2) Security is an emergent property, capable of emerging only from the best-quality products.

3) A source despised by some [nerds and geeks?] says: "[C]omputers are 'crap'... They are the lowest-quality major purchase you can buy... Most companies couldn't get away with shipping something with known defects. But their whole attitude is, it's very complicated, it's cutting edge, it's very cool, and if there's 16 things wrong, we're going to ship it anyway. It's the science-project mentality: You're all my guinea pigs." (B)

4) Ergo, security measures will for the foreseeable future encourage confidence when and where there should be none, and are a waste of valuable resources.

Lucent's new Class 5 voice-network switch availability rating of 99.9999 means that this hardware experiences about 10 seconds of downtime per year. (C)

That's a real number. But none of us will ever have six 9s of security.

-------------


(C) Interactive Week, 5/24/00, http://www.zdnet.com/intweek/stories/news/0,4164,2574575,00.html

------
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Michael J. Skroch

Inherent problems exist in the current design and assessment processes that create our information systems. To address these problems a new information assurance (IA) paradigm is required – one that enables the designer and analyst to capture and probe the causality, relationships, and objectives of an entire system. DARPA’s IA Science and Engineering Tool (IASET) program is addressing the IA problem by developing this new paradigm. We are developing underlying sciences that will allow us to formally understand the problem at hand and developing an environment and tools that designers and assessors can use to solve real IA problems, assess competing IA strategies and mission impact, and reduce risk. A key aspect of approach is scientifically identifying and understanding IA metrics.

Metrics are standard measures one chooses to use to specify and record a current situation, compare it to similar past measures, and make decisions through figures of merit. No current universally accepted metrics for measuring and assessing the effectiveness of IA exist. Metrics exist in many categories and may embody many properties. For instance, they range between qualitative and quantitative. While it may be desirable to reduce all metrics to numeric values, we should be careful not to immediately force qualitative or non-numeric metrics to such a scale for fear of losing information or reducing their utility. Our goal is to first identify metrics that are measurable, testable, and useful for IA and then move as many of these as far as possible toward the quantitative side of the scale. Where metrics are qualitative, we must at least provide a common frame of reference and language so that common understanding exists between designer, assessors, and operators.

Metrics are vital for the quantification and comparison of assurance components over time, comparison between similar systems, comparison to requirements, and as a measure of utility for a system in a particular environment.

The ultimate objective is to produce useful metrics for designers, assessors, planners, and users. We should consider development of metrics from both the user’s point of view and from the base cyberscience that underlies the field of IA. Metrics that by nature are abstract may be of no value to the user but may be necessary to advance the area of IA. Closely related to metrics is the concept of benchmarks or touchstones for IA. Metrics provide standards of measure but may not provide insight, which humans can readily understand and utilize. IA will have to develop comparative benchmark metrics, measured against a standard scale, because absolute metrics will not always be available. If the metrics we identify are to be used to address a system problem, if they are to be used from specification through design, assessment and operational deployment, their meaning must be consistent and defined. We must provide an integrated environment for metrics by defining their purpose, meaning, units, range of values, inherent taxonomies, and relationship to other metrics and calculations for IA.
Background of the Audience

This presentation should be of interest to three distinct groups:

1. Information assurance researchers, who are exploring the measurement of assurance in system components and complex systems.
2. Information assurance practitioners, who will have to learn to live with the tools and methodologies from information assurance research.
3. Information assurance consumers, who are in search of succinct, meaningful ways to express their assurance requirements that are comprehensible to their constituent organizations.

All three groups can benefit from aspects of this discussion, as we attempt to evolve from the black art of information assurance to a structured, scientific discipline.
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