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Welcome!

The National Computer Security Center (NCSC) and the Computer Systems
Laboratory (CSL) are pleased to welcome you to the Sixteenth Annual National
Computer Security Conference. We believe that the Conference will stimulate a vital
and dynamic exchange of information and foster an understanding of emerging
technologies.

Our program this year covers a wide range of topics spanning the new draft
Federal Criteria for Information Technology Security, research and development
activities, techniques for building secure computer systems and networks, and ethics
issues. It reflects the complex technical, economic, international, and social
environment in which information system security must be developed,
implemented, and practiced. Papers and panels to be presented address topics of
particular concern today and for the future: the harmonization of U.S. criteria for
information technology security with international criteria, present and future
techniques for integrating commercial off-the-shelf products into secure systems,
access control and other networking challenges, and the need for contingency
planning that was highlighted so recently by the bombing of the World Trade
Center.

We hope the conference presentations and these proceedings will provide you
with insights and ideas that can be applied to your own efforts in information
security. We recommend that you share ideas and information presented this week
with your peers, your management, and your customers. Through sharing, we will
help build the strong foundation of awareness, knowledge, and responsibility
needed to enhance the security of our information systems and networks.
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In Memory of

our Colleague and Friend

Howard L. Johnson

With the passing of Howard in May 1993, the security community
has lost a valuable advocate and stimulating author and debater.

Howard spent over 20 years in the security community. His aim in
life was to stimulate the security community with new ideas and
approaches which he con31dered critical to the development of sound
security principles.

As President of Information Intelligence Services, he was an active
participant in security workshops, presenting technical papers,
teaching, and consulting.

His love of life extended beyond his sense of responsibility to his
profession. He was a proud father, poet, and a very compassionate
man with a desire to leave a legacy that will be remembered by his
colleagues and friends.

We, who have known Howard, will miss his passion for excellence
and his love of life.
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‘Awards Ceremony

6:00 p.m. Tuesday, September 21
Conventlon Center, Room 317

A joint awards ceremony will be held at which the National Institute of
Standards and Technology (NIST) and the National Computer Security Center
(NCSC) will honor the vendors who have successfully developed products meeting
the standards of the respective organizations. |

The Computer Security Division at NIST provides validation services for
vendors to use in testing devices for conformance to security standards defined in
three Federal Information Processing Standards (FIPS): FIPS 46-1, The Data
Encryption Standard (DES); FIPS 113, Computer Data Authentzcatzon and FIPS 171,
Key Management Using ANSI X9.17.

Conformance to FIPS 46-1 is tested using the Monte Carlo test described
in NBS Special Publication 500-20, Validating the Correctness of Hardware
Implementations of the NBS Data Encryption Standard which requires performing
eight million encryptions and four million decryptions.

Conformance to FIPS 113 and its American Standards Institute
counterpart, ANSI X9.9, Financial Institution Message Authentication (Wholesale)is
~ tested using an electronic bulletin board (EBB) test as specified in NBS Special
Publication 500-156, Message Authentication Code (MAC) Validation System:

R equirements and Procedures. The test consists of a series of challenges and
responses in which the vendor is requested to either compute or verlfy a MAC using a
specified randomly generated key.

Conformance to FIPS 171, which adopts ANSI X9.17, anancuzl Institution
Key Management (Wholesale), is also tested using an EBB as specified in a document
entitled NIST Key Management Validation System Point-to-Point (PTP)

: Requzrements . :

The NCSC recognizes vendors who contribute to the availability of trusted
products and thus expand the range of solutions from which customers may select to
secure their data. The products are placed on the Evaluated Products List (EPL)
following a successful evaluation against the Trusted Computer Systems Evaluation
Criteria including its interpretations: Trusted Database Interpretation, Trusted
Network Interpretation, and Trusted Subsystem Interpretation. Vendors who have
completed the evaluation process will receive a formal certificate of completion from
the Director, NCSC marking the addition to the EPL. In addition, vendors will
~receive honorable mention for being in the final stages of an evaluation as evidenced
by transition into the Formal Evaluation phase or for placing a new release of a
trusted product on the EPL by participation in the Ratings Maintenance Program.
The success of the Trusted Product Evaluation Program is made possible by the
commitment of the vendor community.

We congratulate all who have earned these awards.
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Abstract

“In our experience, poorly chosen passwords continue to be a
major cause of security breaches. The increasing popularity of the
UNIX operating system and the Kerberos authentication protocol in
commercial environments accentuates this problem, as both are vul-
nerable to dictionary attacks which search for poor passwords. A
proactive password checker is a component of a password chang-
ing program that attempis to validate the quality of a password cho-
sen by the user, before the selection is finalized. In addition to
checking for several attributes such as the size of the password and
whether the password is derived from information about the user,
the heart of any conventional proactive checker is a program that
matches the password against a dictionary of passwords known to
be bad. This dictionary of passwords can occupy tens of megabytes
of space (in a distributed environment the dictionary may have to be
replicated several times), and the time to search the dictionary can
be high, especially if an attempt is made to filter out bad noisy pass-
words (which are of the form: common words plus one character
noise, e.g. tiger2 or compQuter).

BApasswd is a new proactive password checker which drastically
reduces the space and time requirements of the matching program.
This is achieved by applying the theory of statistical inference on

- Markov chains to the "bad password recognition” problem. We
assume that bad passwords are a language generated by a kth
order Markov process, and then estimate the transition probabilities
of this process from existing dictionaries of bad passwords. This
table of transition probabilities, which takes up very little space, is
then used in lieu of the dictionary itself. When given a password,
BApasswd will use statistical tests to determine, with a high degree

- of confidence, whether that password could have been generated
by the same Markov process, and if so, rejects the password. A key
feature of BApasswd is that bad noisy passwords are automatically
recognized as being unsuitable and need not be present in the initial

training dictionary.

We present considerable empirical evidence to show that BAp-
asswd successfully filters out bad passwords, while simultaneously
ensuring that it does not become very burdensome for a legitimate
-user to choose a new password.

Keywords Cryptography, Dictionary Attacks, Markov chains, Passwords, Proactive
Password Checkers, Pronounceable Password Generators, Statlstlcal mference

1



Copynght @ 1993 Bell Atlantic. All rights reserved

1 0 Why proactive password checking?

Grven the choice, most users choose passwords from a “likely password” password space‘*f;:,

K, that is a small fraction of the entire password-space, , available to them. This smaller key
space is typically composed of words from natural Ianguages jargon, acronyms, dates and
derivatives of these words. The small size of , implies that attacks based on exhaustive séarch*
of the password-space become practical. For instance, in the UNIX operating system [11 18]
user passwords are transformed using a one way function based on DES, and then storedin'd’’
password file that is usually publicly available, and is in all cases available to system adminis- '
trators. As the one way function itself is not secret an adversary can methodically apply this~.
functlon to all words in &, and then compare the results to those in the password file. The_ Ker-
beros authentication protocol [17] is also vulnerable [3] to such a dictionary attack as, for. rea,
sons not relevant here, the protocol makes it possible for any adversary to request from the-
server, a ticket- grantmg -ticket encrypted with any user’s password. The adversary-can-also
obtain additional messages encrypted with user passwords by eavesdropping on the network.
The adversary can decrypt the ticket or the messages using exhaustive key search over k,,
stopplng when the expected redundancy is dlscovered

- The size of the password-space that can be searched efficiently by an adversary, |s much
larger than is usually believed; the interested reader is referred to Karn and Feldmeier [1 5] fora
discussion on the size that can be searched using current technology. Although their comments
are directed towards UNIX password security, the results are widely applicable to most systems
where the key space is artificially small, and where a chosen plaintext attack is feasible. Pro-
tecting a security system against such dictionary attacks, requires either altering the. system
itself (for instance Bellovin and Merrit's Encrypted Key Exchange [2] approach to securing Ker-
beros) or enlarging the size of the likely password-space x, until it approaches the size of k,
which should naturally be chosen to be very huge. One method of achieving this would be to
have the system select a random password from « for the user. This is decidely user unfriendly
and may lead to problems such as passwords being written down. However, if such a poltcy can

bé enforced and policed, then it is, from a security perspective, an optimal approach A related
approach is to have the system generate random, but pronounceable passwords [1 12]. We..
briefly. discuss how one such scheme (not the one described in [1,12]) can be broken, but; ot~
major objection to such schemes is our conjecture that a user chosen password is always more:
likely to be remembered and less likely to be written down or forgotten (note: we do not v
any scientific evidence to support this conjecture). R

Proactive password checkers are based on the philosophy that, with sufficient gurdance from
the system, users can select passwords from a fairly large key space, which are not likely to be:::
“guessed” in the course of a dictionary attack. Such a program could interact with the user;
explain the sort of passwords that are desirable, check for the appropriate size, the appropriate
mix of lower case, upper case and special characters check if the password is drawn from the
user’s name, log|n name, etc., and finally check if the password belongs to a dictionary of pass-
words that are known to be bad. Note that a good proactive password checker will detect both
words like tiger which is a bad password and words like tiger2 or compQuter which we term bad
noisy passwords (informally we define bad noisy passwords to be passwords obtamed by. add-,g..f
mg one character of noise to a bad password) Co

We use the words keyspace and password space synonymously. ‘
2 If databases of encrypted passwords are generated in advance, the saltmg introduced [7], multiplies the size of the pass-
word space that needs to be checked by a constant factor (4096) S
3. This scheme will work particularly well in environments where security administrators can shoot users caught wolatmg sec -
rity policy. However, in environments, such as ours, where an unfriendly scheme would result in our users shooting the secu_ ..
adm/nrstrators we recommend proactive password checkers| ; T

/
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For a more comprehensrve review of proactive password checkers we recommend the inter-
ested reader to Bishop's excellent survey[5]. Spafford’s description of the OPUS project [21] s
another useful reference where the author eloquently argues the merits of proactive password
checkmg

The rest of this paper is structured as follows: In Sectron 2 we describe the motrvatron for the -
development of BApasswd. In Section 3 we review two related approaches and also briefly dis-
cuss some problems we identified with one pronounceable password scheme. In Section 4 we
describe BApasswd. In Section 5 we empirically examine the performance of BApasswd and
contrast it to some other schemes. In Section 6 we conclude. :

26 Why BApasswd?

j't"“e*’srngle most important, and most difficult, function of a proactive password checker is
vefifying if the password chosen belongs to a dlctlonary of passwords known to be bad. The
“obvious” way of performing this task, namely comparing the password to an actual drctronary ,
suffers from three drawbacks: '

ace: The size of a “good drctronary of bad passwords” can be several Megabytes oE

pafford [21] reporis a size of 25 MB for a dictionary compqed at Purdue). While this .. -

may be acceptable in a centralized environment, replicating' the dictionary in a distrib-

uted environment with thousands of workstations and servers is unacceptable. In addi-

. tion to the size problems, such dictionaries need to be protected from unauthorized . ..
.. access to prevent the dictionary itself from being stolen and used in a drctlonary attackﬁ,«

- against another site not protected by a proactrve password checker.

-2. Time: The time required to search a large drctronary may not in itself be very hrgh How-
7. gver, in ‘order to capture bad noisy passwords (i.e. bad passwords plus one character of -
:;norse) it becomes necessary to incorporate further matching algorithms which may be
‘. fime consuming. We note that a proactrve password checker works in real time, whrle"'

.+ the user waits.

+'3."'Bdd Noisy Passwords: As noted above, a drctronary search does not easily capture bad
" "noisy passwords, and unless significantly augmented, may well aliow such PaSSWOde,
~+ to'be picked by users. :

BApasswd is designed to address all three of these problems. It is desrgned to use an msrgnrfr- .

cant-amount of data storage, be extremely fast 2 and successfully filter out bad norsy pass-
words: Before describing our design we very briefly review two related schemes S g

3.0 Related work

“We are aware of two other proactive password checkers which have been desrgned with the
?oat of saving on the storage space for the dictionary. Both are similar to BApasswd in that they :
Ilow the. traditional pattern matching framework [9], which for our problem is: NG

“Extract a set of characteristics, c, from given bad password dictionaries in an otf-lrne
r mode Key to saving space.is that ¢ should be much smaller than the dictionary itself.

2 'In the on-line mode, use test, 7, t0 determine if a grven password has charactenstrcs
-similar to c.

The differences in the schemes are in the characteristics, c, extracted, and consequently the :
test, 7, used to make the determination in the second step. We now describe the two schemes.

Let 4 = {a,b,...2,5PC, oTHER} be the set of 28 characters which comprise the alphabet from
which passwords are constructed. Nagle [19] describes an “Obvious Password Checker”, in

IR

1 An alternatlve to replicating the dictionary would be for the user to interact remotely with a centralized srte where the drctlo- -
¢ is 'maintained. Unless a Kerberos-like system is used, securing the protocol for achieving this becomes a major problem.
2 ‘he on-line portion of BApasswd runs in time and space constant in the size of the dictionary.

3.
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which c is a three dimensional boolean matrix, M [i,j, k<1, where i, j and & correspond to the indi-
ces into the set . In the training mode the bad password dictionary is scanned, and every
sequence of three consecutive characters (henceforth called trigrams) that is observed, results
in the corresponding bit in the boolean -array being set. For instance, the password abcd? will
cause (Mla,b,cl,M[b,c,dl) and M[c,d, oTHER] 10 be set to ‘1’. By scanning all the passwords in the
dictionary, many such bits will be set. In the on-line. phase all trigrams from the password are
extracted, and the password is accepted as a good password, only if there are at least two tri-
grams which do not have their corresponding bits set in »#. As we shall see later, this simple
algorithm does an excellent job of screening most bad passwords. However, it does not do a
very good job in keeping out bad noisy passwords. BApasswd is distantly related to this test
(henceforth called the Nagle test), but does not-have the vulnerability to bad noisy passwords.
We present an empirical comparison in Section 5.

Spafford ‘s OPUS [21] test is based on Bloom filters [6] which have found use previously in
spelling checkers. Let &[] be a boolean array of size ~. Let 1, H,, ..., H, be a set of 4 hash func-
tions. Given a password, each hash function returns a number in the range o...~. In the training
phase each password in the dictionary is run through all 4 functions, and for each of the « num-
bers, »,, generated, the bit in B[x;], IS set. In the on-line testing phase, the password is run
through the « functions, generating n,, n,, ..., n,. If @ny of Bin,;1,B(n,1, ..., B(n,, are not set, then the
password is deemed to be suitable. If all corresponding bits in 8 are set, then, with a high prob-
ability, the password was present in the training dictionary. There is a small probability that
words not in the initial dictionary, which may be good passwords, may be mistakenly identified
(false positives) as being bad passwords. By increasing the size, v, in the array B, this probabil-
ity can be made negligible. Also the choice of hash functions is extremely important.

The OPUS work is still in progréSs anfd Corisequently we cannot present an empirical com-
parison with BApasswd, as we are not aware of which hash functions and other parameters are
recommended. Qualitatively we see the following differences:

1. Unlike BApasswd, OPUS (as described in [21]) will not be able to filter out noisy bad
passwords. However, it is our understanding [22] that extensions to OPUS which deal
with this situation are under development..

2. As observed earlier, OPUS requires B[~1 10 be large enough to ensure that the number
of false positives is low. Taking this into account, the author reports that (¥ can be
made between twelve 1o fifteen times smaller than the training dictionary it replaces.
BApasswd on the other hand requires constant storage of about 175KB.

3. OPUS is guaranteed, by definition, to successfully recognize every bad password it
“saw” during training. BApasswd is statistical in nature and there will be a small number
of such passwords not recognized. This issue in BApasswd, is easily fixed, by augment-
ing the on-line search to-carry out a regular dictionary search on those words from the
training dictionary which it-does not recognize as bad passwords in the on-line mode.
This of course requires additional space.

Empirical comparisons are needed to contrast OPUS and BApasswd. We reiterate that we sur-
vey OPUS and the Nagle password checkers, and not any others, because our focus is on sys-
tems that eliminate the need for large on-line dictionaries.

An alternate method of solving the poor password problem is {0 use system generated pass-
words. As mentioned earlier we consider these 1o be extremely user-unfriendly. A slightly less
unfriendly variant is to use ‘pronounceable password schemes’, such as those described in
[1,12]. Our major objection to such schemes, for which we have no scientific evidence, is our
belief that a machine chosen password is far more likely to be written down or forgotten. Given
that a proactive password checker like BApasswd can allow the user to pick their own pass-
word, and yet ensure the password space is large, we see no reason to impose a machine gen-
erated password on the user. The size of the password space of a pronounceable password

4
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- checker can be deceptive. in one such scheme (not the scheme described in [1,12]),
“passwords are generated from 25 templates, where a template represents a pronounce-
able combination of characters (e.g. consonant-vowel-consonant may be a valid tem-
-plate for generating a three character password). Let the number of different passwords
generated by each of the 25 templates be 7,,7,, ...T,s. To generate a password the system
indexes randomly into one of the templates and generates a password. Assume that this
system was used on a UNIX server which has 100 users. Let us also assume that a
hacker has a copy of the file (/etc/passwd) containing the encrypted passwords. If the
hacker wants to try to guess a particular user’s password, then she can expect to search
25

through half the total password space r, where r = y"T;. Since 7 would have been cho-

i=1 :
sen to be large, it appears that our hacker has been thwarted. However, the typical
hacker is interested into breaking into the “system” and as a first step would like to com-
promise any user account. Now her task is easier: Let 1,;, = Min(7,,T,,...7,) . The hacker
can successfully guess that one in every twenty-five users {i.e. about 4 of the 100 users),
would have picked a password generated from r,.,. Consequently the hacker will only
have to exhaustively search 7, , which can be much smaller than 7. in one such system

we examined, it would have been fairly trivial for a hacker with limited computing
resources to break the system.

4.0 The BApasswd design

BApasswd is a full fledged proactive password checker that can be used as a compo-
nent of any password changing program. We first describe five major design require-
ments, and then concentrate on the technical details of how we meet two of these
requirements. ' '

4.1 Major designh requirements ’
The five important requirements that led to the BApasswd design are:

1. The user should not be allowed to select a password that is based on user infor-
mation commonly available on-line (e.g user name), should be of an adequate
length, should have the appropriate mix of upper case, lower case and special
characters, etc. Other related goals are to enforce password aging and ensure
that a history of passwords is maintained to discourage reuse. In meeting some of
these goals BApasswd is very similar to Hoover’s npasswd [14]. Also see Bishop
[5] for a list of requirements, most of which, when complete, BApasswd will meet.

2. The user should not be able to select a password that is known to belong to a dic-
tionary of bad passwords, or bad noisy passwords, which we defined as bad
passwords to which one character of noise is added.

3. The proactive password checker should not require storing large dictionary files.
We expect BApasswd to be installed on literally thousands of workstations, serv-
ers, mini-computers and mainframes in our environment, and requiring replica-
tion of a large dictionary on even a fraction of these computers is unacceptable.

4. The code and accompanying data files for the checker should be small, flexible
and portable, as we expect to incorporate it into the password changing pro-
grams of several operating systems and security services (e.g. UNIX, ACF2). We
have already incorporated BApasswd into kpasswd, the password changing pro-
gram of Kerberos V [17].

5. BApasswd must be user friendly. Our environment is a typical commercial envi-
ronment composed of users, who for the most part, are responsible corporate cit-
izens, and will accept minor inconveniences as a price for improving security.
However, we are not a top secret defense establishment, and any security sys-

5
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tem that is difficult to use will not be tolerated. Consequently, BApasswd is designedto «
be a friendly, conversational, interactive system Explaining why a given password was -
regarded as bad, and provndmg the criterion' for selecting a good password is impor-::

tant. Further, the entire transaction should not take more than one or two minutes. We =

expect that as users get used to the system, the time to select a password will become "=
much smaller. Also, ensuring that good passwords are selected reduces (though not
eliminates) the need to force the user to change passwords very often.

This paper does not address design issues related to requirements 1, 4 and 5 above Rather
for the rest of the paper we focus exclusively on the way we meet reqwrements 2 and 3. We
note, however, that our code is extremely compact (a few hundred lines of C). n

4.2 The BApasswd approach to the bad password recognition problem

We first provide some background on Markov models, then explain our choice of parameters
for the model and show how to extract the characteristics ¢ in the off-line stage and finally ="
present the test, 7, used in the on-line password recognition stage.

4.2.1 Markov models: Background
As explained in Section 3, the traditional pattern matching framework, in our context is to:

1. Off-line: Extract a set of characteristics, ¢, from given bad password dictionaries.
2. On-line: Use test, 7, to determine if a given password has characteristics similar to c.
In BApasswd, we assume that the bad password dictionary was generated by a kth order

Markov_model, and the characteristics, c, correspond to the transition probabilities of the

model. Determmlng whether a given string was generated by a given Markov model, is a well -
studied problem in statistical inference on Markov chains, and, our test, r, is drawn from this fit-
erature. In earlier papers, co-authored by the second author of this paper, a guide [9] and empir-
ical study [10] is provided to the problem of language recognition using Markov chains, with an'
emphasis on applications in cryptanalysis. This paper is self-contained and we refer the inter-
ested reader to [9,10], for more information. To the best of our knowledge, BApasswd repre-
Sﬁntsk the first time that this theory has been applied to the problem of proactive password
checkers. .

M

M = {3, {ab,c}, T, 1}, Where

0.0 05 05|
T = {0204 04|, .€. T{a,a] =00, T{a,b] =05, , €tc.
1.0 0.0 0.0

e.g. string probably from this language: abbcacaba.
e.g. string probably not from this languageaaccccbaaa.

Fig-1: An example Markov model. Likely strings can be generated by beginning in any state, and following h:gh
probability transitions. Observe that the string unlikely to have been generated by this model contains many
zero transitions, e.g. cc and aa.

A Markov model # is a quadruple, (m, 4,7,k , where m is the number of states in the model, 4 -
is the state space, r is the matrix of transition probabllmes and « is the order of the chain. In Flg-ﬁ‘{ -
1 an example of such a model for a three character language is shown. _

1. Care is taken to not over specify the constraints, which could result in artificially reducing the size of the keyspace of the
passwords.
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A key-characteristic of a xth order Markov model, is that the probability of making transition
Txyl; depends only on the previous ¢ states that have been visited. In a 1st order model the

robability of a transition ending in state y, depends only on the state from which the transition
gegan (say x). i.e. Txy1 = ProbGyin, In @ 2nd order model, the probability of entering state y from
state x, also depends on the state the process was in prior to entering x, say w. i.e.
Tx,y]: = Prob{ywx). . S o

4.2.2 A Markov model of a bad password dictionary

As the example above illustrates, for our purposes, the state space very naturally corre-
sponds to the alphabet of the natural language from which we expect passwords to be drawn.
BApasswd uses a state space of size, m = 28, where A = {a,b,...,2,SPC, 0THER} . We do not differ-
entiate between lower and upper case alphabets, and the remaining forty to fifty numbers, spe-
cial characters and control characters are mapped into the OTHER category which is then
treated like any other character.

. We experimented with both a first order model as well as a second order model. In this paper
we report on the second order model which gives better overall performance. Observe that the
size of the transition matrix that has to be stored increases with increasing order: for a 1st order
model the matrix occupies about 5-6 KB, while for a 2nd order model it will occupy about 175K.

Having specified m, 4 and , it only remains to be seen how the probabilities in the transition
probability matrix 7 are estimated. The first step is to select a fairly large file of known bad pass-
words. ‘As:discussed in the next section we experimented with several such dictionaries, and
found that a medium sized dictionary {(about 1MB) proved adequate. The dictionary, henceforth
called .p is described in the next Section. We are interested in estimating the transition proba-
bilities: z[;, j, k1 , which is the probability of a transition from the jth state to the «th state, given
that.the process reached the jth state from the :th state. The steps in calculating r are:

1:‘From b, we first (:-alcqlated the frequency matrix r, where 71, 41 is the number of occur-
- rences-of the trigram' consisting of the :th, jth and «th characters. For instance, the

2. For each bigram i; calculate r(,j,«), as the number of trigrams beginning with ij. So
. f(a,b,%) would be the number of trigrams of the form aba, abb, abe,...absPC ,abOTHER.

3. We could then calculate 7 as:

/7 e P
Tlj K = 1{1(‘710% This method of calculating transition probabilities is known[4] to be a

mvaximum likelihood estimate
of the transition probabilities.

When we experimented with bigrams (1st order model) this proved adequate. However, when
we shifted to a 2nd order, trigram model (to obtain greater accuracy) we found that the perfor-
mance. of the system was seriously effected because the trigram transition probability matrix
contained too many zeroes and we had to use an alternate method. The problem of zeroes in
the transition matrix, is well understood in the statistical literature, and in [9] we had reported
some methods of dealing with this situation. However, for this work we relied on a different
- method-of .adjusting our transition probability matrix to deal with zeroes. Namely, we used the
well’known Good-Turing [13] method of adjusting the frequencies. In this method, after comput-
ing the frequencies in Step 2 above, the following steps are performed: :

1. A trigramis any three consecutive characters. Similarly, a bigram is any two consecutive characters and a unigram is a sin-
gle character. -

/
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4. Calculate values for array r, where r(ij contains the number of times the frequency i
occurs in y. For instance if r contains 500 zero elements, then r{o] = s00. It is recom- .
mended that the distribution of & be ‘smoothed’, however, we did not find the necessity
to do so.

5. As per Katz’s recommendation [16), if r[i.j,x1 = 1, then perform r(i,j, k] «o.

6. Adjust the frequency matrix f, using the Good-Turing method [13] as follows:

(FLisjy 1+ 1) xR [ (i j, K] + 1) ]
R [f[w, 13}

 flij K«

' Note that as per Katz's recommendatlon[1 6] thls adjustment is only performed when
fli,j, k1 s5. -

7. Calculate the r matrix from the adjusted f matrix as described in Step 2.

Final’ly, we note that Church'a’nd Gale [7] desoribe‘yet another method of adjusting the fre-
quencies. They first define a maximum likelihood estimate for the probability of a given trigram

L k
as 7li,j, k] = U ;lo’ 1) where 1orat  is the sum of all frequencres in 7.

Note that this is different from the maximum likelihood estimate described in Step 2 above,
which is the probability of a trigram occurring, given that the first two characters have been
observed. They show that their enhanced method works better than the maximum likelihood
estimate they defined. While possible, it is not obvious from their work that the enhanced
method they describe will outperform the maximum likelihood estimate described above in Step
2. From a practical perspectrve the method we used pen‘orms adequately.

4.2.3 Tests for bad pasSwords

Having completely parameterized our Markov model, » = {28, {ab, ...,z SPC, OTHER}, T, 1}, W€
have completed the first step of extracting the characteristics ¢, from the dictionary. We now:
turn our attention to. showrng how rt can be determmed if a given password p, has characterls- :
tics srmrlar toour.c. , S

By modelrng the dictionary as a Markov model, we have reduced the “Is this a bad pass-*
word’7” guestion to “Was this string (the password) generated by this Markov model (the model
of the dictionary)?”. This reduction allows us to draw from the wealth of literature on statistical
inference on Markov chains. This theory is also very useful in an unrelated application (lan-
guage recognition in cryptanalysis) which motivated one of us to co-author a guide[9] and an
empirical study [10] of the discipline. We refer the interested readers to these papers, and to’
their references, for further reading. In this paper we restrict ourselves to a description of one of
the many tests which BApasswd's design permits use of. All these tests, use the transition prob-
ability matrix, 7, and the candidate password r, as their sole inputs. 'While these tests have
been used before in different cryptologic applrcatrons to the best of our knowledge, the design’
?f BApasswd is the first time that they have been applred to the bad password recognrtron prob—
em.

The test we use here is a log- -likelihood function and is a standard statistical test1 for deter-“
mining whether a given string belongs to a particular Markov chain. Let the password », be
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deplcted by PiPy--Pps where 1is the Iength of the password Glvena partlcular transition probabll-
ity matrix, 7, and a password p, the log likelihood function 1y, is given by:
-2
iuf = Zl”(T[Pi’Piﬂ’PHz])

=1

For instance, for the password unknown2, i is given by:
Uf = In(T[u,n, k1) +In(T[n, k,w]) +in(T{kw,0]) + lnv(‘T[w, o, n]) +In(T[o, n, OTHER])

Observe that the OTHER character is treated llke any other character, the difference being that
it is actually an equivalence class for any character which is not present in A..Z and SPC. Also
note that since the transition probabilities are by definition less than one, and since we are sum-
ming the natural logs of the transition probabilities, ur will always be negative or zero.

In order to transform uy to the final test we actually use, we carry out standard statistical tech-
nlques of scaling, centering and normallzmg glvmg the flnal test we call BAp, as

where :-1 is the number of trigrams and, u-and ¢, are the estimated mean and standard devia-
tion of ”f . The estimated mean and standard devratlon are calculated by computlng the value

”f for every password in the bad password dictionary, o (from which 7, the transition probabil-

|ty matnx was calculated) and then calculating the mean and standard deviation of the resulting
values using standard formulas. Note that the method for scaling, centering and normalizing
that we use can be found in any statistics textbook. In [10] other techniques are discussed.

Finally, we note that due to the centering and normalizing, Bap has, by definition, a mean of
zero and a standard deviation of one. It is now possible to set a threshold (we chose 2.6 stan-
dard deviations, which corresponds to about 99% of the area under the normal curve), and
accept as a good password any password that has a value of less than -2.6. Passwords close
to the mean, zero, are viewed as being drawn from the bad password dictionary, and are hence
unacceptable Due to space considerations, we shall not describe any other tests. We would
like to note that we have experimented with "another test based on umgram posmonal frequen-
cres and were not |mpressed with: the results

4.2.4 Time/Space Efficiency of Test

The test described above happens in real time and hence must work real fast, and preferably
should not take much space. BApasswd takes as input the transition probabllrty file and a con-
figuration file containing the mean, u, the standard deviation, =, and the threshold. All this data
is computed in an off-line phase. The on-line test computes uf and then Bap which require mini-
mal computation. Observe that the natural log function need not be computed on-line since
instead of storing the transition probabilities, r1:,j, 41, it is possible to store in(r[;,j, 1) . The space
taken by BApasswd is mainly for storing the transition probability file, which, for the 2nd order
model, is about 175KB, which we consider practically negligible. . ‘

1. In the cryptologic literature, Sinkov [20] uses this test in the context of comparing two candidate solutions during the. cryp-
tanalysis of Vigenere ciphers [8] However, his application did not require him to perform the standard statistical procedures of
linear scaling, centering and normalizing which we do.
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5.0 BApasswd: An empirical evaluation

In this section we first illustrate BApasswd’s performance in keeping out bad passwords and
bad noisy passwords, next we show how it performs when presented with good passwords and
finally we compare it with the Nagle test we described in Section 3. Our tests were conducted
on the password files BP1-BP6 (six files of bad passwords), NBP1-NBP3 (three files of bad
noisy passwords), GP1-GP3 (three files of good passwords) and on UP1 (a file of machine gen-
erated pronounceable passwords). Descriptions of these files are summarized in Fig-2, We first
trained (i.e. calculated 7, p and o) BApasswd on BP5 and then tested it on all these files. ' Wa -
depict our results both usmg histograms and a summary table of the percentage of passwards ,
accepted. Each histogram has a vertical line at the value -2.6, and passwords to the left of tﬁns
line are accepted as being good passwords, and those to the rlght are rejected. RN 13

5.1 How well does BApasswd keep out bad passwords?

In Fig-3 six histograms illustrate the performance of BApasswd on files containing ‘bad’ pass-
words. As can be seen, BApasswd works extremely well in recognizing bad passwords. The
only file requiring explanatlon is BP6 which does have 12% of the passwords classified as
‘good’. This happens because many of the ostensibly bad passwords in BP6, are indeed quite
good, and are unlikely to be present in any hacker’s dictionary. This file also contains a German
technical dictionary, which though it contains many English terms, has several words that.can
be considered good passwords. Finally, it should be noted that the histograms have different
scales as the files range in sizes from BP2 which has 280 jargon words to BP6 WhICh has
961,947 words.

5.2 BApasswd and bad “noisy” passwords

We chose NBP1-NBP3 as our baseline for bad noisy passwords.As shown in F|g -5, BAp-
asswd very successfully keeps out bad “noisy” passwords. As shown in Section 5.4, thls is a
significant advantage of BApasswd over the Nagle test. The OPUS test, unless augmented to
recognize noise, will by definition be unable to detect noisy passwords.

5.3 Does BApasswd keep in good passwords?

BApasswd is statistical in nature and some good passwords will be mistakenly classmed as
bad. If the percentage of such passwords is large, then BApasswd will become very user'
unfriendly, and will be practically useless. Fortunately, our experiments show that users ¢an
select acceptable passwords using BApasswd. These good passwords may well look randon¥in
nature and the question of comparing it with systems that generate random user passwords
arises. The key difference, which makes all the difference to usability, is that the good random
passwords that are obtained using BApasswd are chosen by the user, and, presumably, have
some semantics that aid memory. Note that the other portions of BApasswd not described
here, will guide the user into inserting some special characters in the password, which results in
increasing randomness. To measure this quantitatively we conducted experiments on GP1
(keyspace of 95 random characters), GP2 (keyspace=A.Z + five special characters) and GP3
(keyspace = A.Z) all three of which contain “good” random passwords. As can be seen in Fig-4
below, BApasswd correctly classifies a high portion of all three password files correctly

In addition, we also conducted some usability tests by asking users to select passwords
using our system Our methodology for these trials were somewhat ad hoc and consequently
we choose not to report detailed quantitative results. Our general observations were that:

»Users rapidly adapt to and “get the hang of” selecting passwords that will be accepted

by BApasswd. Our unscientific sampling on a small set of users showed that it did not
- take more than three tries to select a good password. ,

10
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File

# Passwords Description
BP1 586 A file of bad passwords available with the Crack[7] package
BP2 280 Also from Crack, but contains many jargon words
B8P3 18780 The standard UNIX dictionary distributed with SunOS 4.1.2
BP4 80698 Includes BP3, but also has first & last names, and slang words
BPS 86536 All passwords from BP1 - BP4 with duplicates removed
BP6 961947 . BP4 + a German technical dictionary + all words in 3 years of netnews (including several misspellings)
. + 2 Webster's and one Coliins dictionary.  Special characters and duplicates removed.
GP1 100000 Random 8 character passwords generated from the chars. A - Z
GP2 . 100000 Random 8 character passwords generated from A - Z + 5 special chars
GP3. ... |119916 Random 8 character passwords generated from all printable characters (95 characters) ]
INBP1 18780 UNIX Dictionary, except that one special character is stuffed into every password at a random location
NBP2 18780 Same as NBP1, except the random characters aren't stuffed into the first or the last positions
NBP3 .]80698 BP4 with a special character stuffed in a random location
UP1. 69630 Produced from a program that generates random pronouncable passwords
c Fig. 2: Description of password files used in experiments.
SR AP R 14
L BP1 | 19 1 BP2
o 30 10 Accept L Reject
A Accept | Reject
20 8 1l
. 6 :
10 4
| 2
0 . | Q4
9 = N @ Y 0 9N~ 00 O 0 ® N
@ NYY Y Py g S~
1000 T 4000 T
800 BP3 BP4 A ol
t eject
30w ccep
Accept | Reject
600 P |
y 2000
400
200 1000
0 0
N ¥ 0 0 Qg N T T NN OO MMM 0 am0m0~ N~
S ¥yoa TG0~ o NYY Y P T Q0 -
Accept § Reject
4000 1555 35000 15z o
30000
3000 25000
: 20000
2000 15000
10000
1000 5000
, 0
ch)c')o')o‘)cf)c')c')o')l\l\l\r\ QRN RN RN ™
IR R R R TRIFITYILeT®
Score

Fig 3: Histograms graphing BApasswd scores and the frequency of passwords in files BP1 - BP6. Our criterion of 2.6 Standard Deviations

(99%), implies that all passwords to the left of -2.6 are classified as acceptable.
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Fig. 5: The Histograms illustrate that BApasswd successfully filters out
bad noisy passwords.

Total

Fig. 6: Roughly 50% of passwords from a program that generated
"random pronouncable passwords" were classified as unacceptable.
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Password Number Percent
File Accepted Passwords Accepted
BP1 15 586 2.56%
BP2 19 280 6.79%
BP3 119 18780 0.63%
BP4 1418 80698 1.76%
BP5 1454 86536 1.68%
BP8 118223 961947 12.29%
GP1 96257 100000 96.26%
GP2 94403 100000 94.40%
GP3 111758 119916 93.20%
NBP1 1530 18780 8.15%
NBP2 1274 18780 8.78%
NBP3 6970 80698 8.64%
UP1 36119 69630 51.87%
Fig. 7: Summary Performance Evaluation of BApasswd.
Shows percentages recognized as 'acceptable’ . Note that
some of the passwords in the 'bad’ and 'bad noisy’
password files are indeed acceptable.
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*Some of the passwords our users selected looked fairly random, and we were con-
cemned that they would not be able to remember them. However, on questioning we
determined that while the passwords looked random to us, to the user they had a firm
semantic link to some tangible memory. For instance the password vill84mth did not
look easily memorizable, or even pronounceable, until the user explained that he had
graduated from Villonova University in 1984 with a Math major!

» The conversational, interactive nature of BApasswd is critical. A user must be informed
why her password was not accepted.

Our (scientific) experiments with GP1-GP3 and our (admittedly unscientific) usability tests
with users, convinced us that usability would not be a major issue, and that users will be able to
easily select passwords using BApasswd. Our users were comparing BApasswd to their current
environment where they can pick any password. In environments where machine generated
passwords are used, BApasswd could represent a major improvement in user friendliness, and
could result in a decrease in the instances of passwords being written down or forgotten, which
have their associated security and administrative costs respectively.

5.4 BApasswd and ‘random pronounceable passwords’

We experimented briefly with passwords generated by the ‘random pronounceable password
generator’ which we showed how to break in Section 3. As expected, several of these suppos-
edly good passwords were classified as bad. This is expected given the way BApasswd works,
but we do not see this as a problem for two reasons:

1. The passwords picked by users of BApasswd are very likely to contain special characters
and would consequently not be pronounceable. However, these passwords will be
picked by the users, and, in our opinion, will be more easnly memorized than a machine
generated pronounceable password.

2. We are not convinced that pronounceable passwords have an adequately large key-
space. We have already shown how the scheme we tested can be broken, and we also
point out that Gasser [12] clearly warns that passwords generated by his system may
contain English-words that need to be filtered out. If we extend this to include English
words plus one character noise, then it is p033|ble that a considerable number of pass-
words generated by his scheme are actually ‘bad passwords’, and consequently, it is not
surprising that BApasswd recognizes them as such.

If the number of such bad passwords is significant, then perhaps the random pronounceable
password generator should use a proactive password checker like BApasswd to ensure that no
bad passwords are inadvertently generated.

5.5 Comparing BApasswd and the Nagle test

As mentioned in Section 3, the Nagle test performs remarkably well, except that it is flawed in
the manner in which it handles bad noisy passwords. BApasswd is similar to the Nagle test in
that both use trigrams as the base unit of information. BApasswd uses more information (the
frequency of trigrams as opposed o whether a trigram is present or not) and uses tests based
on statistical inference on Markov chains. We implemented the Nagle test and ran experiments
comparing performance these results are given in Fig-8 below:

13
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Fig-8: A comparison of the Nagle Test and BApasswd

% classified as

Password % classified as good by the Nagle
File good by BApasswd Test Comments ‘ .
BP4 1.65 0.0 By definition, the Nagle test correctly classifies all passwords it was trained oﬁ,
BApasswd is statistical in nature, and hence a small percent are mis-classi-
fied.
BP6 12.27 9.1 Similar comments as above, the 12% for BApasswd is partly because BPS6,
contains a small but significant fraction of words, that may be good passwords.
GP2 94.2 95.0 Both tests accurately classify random (good) passwords. :
NBP1 7.91 526 Here is where BApasswd handily outperforms the Nagle test. These pass-
words which are dictionary words plus one special character, should be recog-
nized as bad passwords. i
NBP2 6.65 432 See comments for NBP1

Note that the “% classified as good by BApasswd” differs slightly from Fig-7 as for this experi-
ment we trained both the Nagle test and BApasswd on BP4, whereas for Fig-7, BApasswd was
trained on BP5.

6.0 Conclusion
By modeling bad passwords as a language generated by a Markov process, BApasswd:

» filters out bad passwords.

« filters out bad noisy passwords.

« does not have to use a large dictionary (saves space).

* is extremely fast and well suited for real-time situations.

* is compact - the complete code for both on-line and off-line modes is a couple of hun-
dred lines of C.

Equally important, BApasswd achieves this without making it too difficult for a user to choose a
good password. For these reasons we believe that BApasswd achieves the correct balance
between security and user friendliness. The fact that the on-line code is extremely compact
means it can be integrated into any password changing program very easily.
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Abstract

This paper sketchs a security model about non-repudiation of communicative actions. Non-
repudiation is considered not only with regard to isolated actions, but with regard to the:

communication of mutual commitments such as the negotiation of a contract. The model:
defines a “balance” between states of obligation of all participants of a telecooperatlon and

the proofs of these states. Proofs are based on asymmetrically computed digital sxgnatures,y: 1
A simple obligation logic is used in order to express obligation states. The global balance is. -

supported by local user agents.

This paper gives a general overview over the “Balance Model” and presents a senu—forma.l .  : L
method to describe states of obligation, the change of these states, and the requirements for ..
proofs of these changes. As an example, the model is applied to a simple cooperation be;tweén . MR
two economic partners, a provider and a user of an application service, e.g. an information
service or the remote use of an IT-system. In an obvious way this example can be interpreted -

as the bilateral negotiation of a contract.

Keywords

Obligation, commitment, proof of action, responsibility, non-repudiation, data mtegnty, dlg-"‘i"“ S

ital signature, separation of duty, security in open systems.

1 Introduction

Non-repudiation of a single promise is usually achieved by a digital signature of the prdmise ‘ .

attached to the data which contain the promise. Non-repudiation of the receipt of a mesé
sage can be achieved by a digitally signed report of delivery. The technical basis for a

non-repudiatable proof of a single communication act across communication networks is the : .: R
concept of a digital signature due to [DIHE 76]. The signature scheme is called asymmetric ...~
because it allows a person to sign a text with the help of a personal private key which must = . -

not be disclosed to an untrusted party. A personal private key is protected within a private
environment of its owner, typically a smartcard. The digital signature is the image of a;_;;
one-way function which is applied to the signed text. The one-way function is parametenzed

by the signer’s private key. For verification of the signature, in contrast, a public key is used .. .& :

~which uniquely identifies the signing person. This way, the digital signature proves both the
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integrity of the signed text and the authenticity of the originator of the text.! Therefore,

. the verification of a digital signature is more than a simple data consistency check. Data
-integrity and origin can be verified by any neutral third party even outside a trusted domain.

This satisfies one requirement of a legal proof.

Non-repudiation is addressed in the OSI security model [OSI 84]. The security model of the
X.400 message handling recommendations [X400 88] defines security service elements which
are designed to encounter non-repudiation of message origin or non-repudiation of message

. receipt. However, these elements refer to isolated messages. Cooperative actions are driven

by more complex obligation structures. Promises are given under the condition that others

- perform certain well-defined actions before. Cooperating partners are “glued together” by
- obligation states of mutual conditional promises. Consider, for example, a reservation agent
- and his client. The client would promise: “if you reserve me a seat then I will pay for it,”

while the service agent commits himself to the promise: “if you pay me then I will reserve

_you a seat.” Now, how do these two persons achieve the goal of cooperation which consists
~of both, payment and reservation?

The “Balaln(:je Model” describes a “balance principle” which helps cooperating persons to

! p_roté‘c‘t“fh‘is ty‘pe of cooperative goals. We consider persons to cooperate with the support

of locally implemented cooperation user agents which use an underlying telecommunication
system." v
‘One way, of course, would be to enforce the cooperation rules by automatic mechanisms

~ internal to the cooperation system. That is, the system wouldn’t allow for a wrong be-

haviour of a partner. This requires global control over the whole system. However, in an
open ‘environment such as the word-wide economic market this is not feasable. In an open
environment one must reckon with flawed remote user agents: a service provider might, for

‘examplé, receive a payment but not perform the service.

Therefore, global enforcement by system mechanisms is replaced by local support of the
personal responsibilities of the cooperating persons. Locally available system mechanisms
observe the receipt of proofs, and as a sign of good behaviour they produce proofs duely

. expected by the partners. Even if a remote partner is able to break the rules the local
.. partner is secure in that he can prove the remaining obligations of his partners. This is
- the balance principle of a reliable telecooperation system which can be implemented locally:

states of obligations of all participants of a telecooperation and the proofs of these states have

to be balanced. The change of state of obligation must be compensated by a proof of this

-~ change. The local user agent observes this balance. A person can decide securely about the
-.-  progress of a cooperation in that he examines the obligation states of his partners. If he
"is able to prove them, he can resume the cooperation safely. Otherwise, he interrupts the

- cooperation and demands his rights on the basis of the proofs received until this point. He

can also encounter unjustified demands of others at any point. Proofs are based on digital
signatures. States of obligations are described by logical expressions introduced later in this

~paper.

1For details see W. Diffie and M. Hellman 1976 in [DIHE 76] where the idea of asymmetric encryption
algorithms is developed. For successful realizations of asymmetric digital signature schemes see [RSA 78] and
[ELGA 85). One concept of certification of public keys is detailed in [X500 88]. There are procedures available
which support digital signatures. For example, see the specifications of the “Privacy Enhancement for Internet
Electronic: Mail (PEM)” by the Internet Research and Engineering Task Forces [PEM 93].
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2 The Balance Model

2.1 Cooperative Goals and Obligations

All participants of a cooperation agree on an explicitely specified syntactic goal. The cooper-
ation principle determines that either every or no partner achieves the cooperative goal. An
example of a cooperative goal is a unique contract. Even if there is a different u'nd,erst_'andi_ngl
of the semantic content of a contract, the syntactic wording of a contract must be clear and
the same everywhere. . o

The aim is to protect the cooperation principle with respect to the common synta,ctlc’“:‘
goal of a cooperation regardless of possible semantic conflicts about this goal. A goal of a
cooperation can be a set of single activity goals. For example, if the receipt of money is the
activity goal of a selling person, and the receipt of a good is the activity goal of a buying
person, then the common syntactic goal of the purchase cooperation is the aggregated set of
these two goals. In such a case there is a danger that one partner achieves his goal while the
other partner does not achieve his goal. Another kind of a cooperative goal can be one single
event, towards which all participants of a cooperation move. For example, the completion of
an order form by two employees according to the four-eyes control principle is the goal of a
separation-of-duty cooperation within one organisation. In this case there is a danger that
one partner misuses his power in order to obstruct the goal or to enforce the goal against the
rules in force. :

The basic idea is to embed the single actions of the partners which are relevant for the
goal into so called obligation structures. The single actions of the partners are related to one
another in a way that a step of one partner commits the other partner to perform the next
step. This way the partners approach the goal stepwise. In the special case of an aggregated
cooperative goal the different activity goals are tied together in a way that the achievement
of one activity goal by one partner obliges him to help the other partner to achieve his goal
as well.

2.2 The Example of the Bilateral Offer-Order Cooperation

This example of a cooperation between a service provider p and a service user u will be used
throughout the paper. The purpose of this simple example is to demonstrate the idea of
the balance principle. More complex cooperations would require a more complex analysis,
however based on the same principle of balance.

The offer-order cooperation includes two types of actors, a service provider p and a service
user u. They exchange messages with the intention to create, change and resolve states of
mutual obligations. The service is an abstraction from any service which can be realized by
an IT system, for instance an information service, a directory service, a remote system use,
the reservation of a ticket, etc. The goal of the service user is to receive a service result
from the service provider. Depending on the service, the result is a piece of information or a
system reply or a ticket confirmation, etc. The goal of the service provider is to be payed by
the service user. The cooperative goal is the aggregation of the two activity goals. ‘

There are four basic types of messages: an offer, an order, a result, and a chegue. Each mes-
sage type has an associated request, acknowledge, and refuse message type, e.g., oﬁerplease,
cheque,k, or result,esyse. The “request” message type is used in order to call on a partner to
send a message of the requested type. The “acknowledge” message type is used in order to
express explicitely the receipt of a message regardless if this message is accepted as correct or
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not. A “refuse” message type is used in order to express the opinion that the referred message
is incorrect. It will become clear later in this paper how persons determine the correctness
of messages. The “refuse” message type can be combined with a “request” message type in
order to repeat the questionable step of cooperation.

The product which the service provider sells is expressed by a message of the type result.
The result is related to a message of the type order which expresses the will of the service
user to receive the result and pay for it. The payment is expressed by a message of the
type cheque. The relationship between possible results and required payments for a result is
expressed by a message of the type offer. The goal of the cooperation is expressed by the
statement “u receives result and p receives cheque”.

Of f €Tplease

2. of fer

order

4. resul

cheque

AT

Fig. 1: The simple bilateral “offer-order cooperation”
without explicit acknowledgements or refusals

The last two steps represent the goal of the cooperation. The way to the goal is directed
by personal obligations. The cooperation is initiated by the service user who asks the service
provider for an offer. This request does not commit anyone. The service provider either ig-
nores this request or responds with an offer. An offer, however, creates a state of a conditional
obligation for the service provider:

If p sends an offer, and if u replies with an order,
then p is obliged to send a result.

Until this point, the service user is free of obligations. However, an order creates a state of
a conditional obligation for the service user:
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If u sends an order, and if p replies with a result,
then u is obliged to send a cheque.

These two expressions which are called obligation ezpressions, describe the obligation states
of the partners of this cooperation. Note, how the single steps are tied together. All actions
are interrelated. Note in particular that the last action of the service provider serves three
purposes at once: First, the result fulfills his own obligation. Second, it is the activity goal
of his partner. Third, it fulfills the last condition of his partner who by this condition is now
unconditionally obliged to make his last step. The last action of the service user serves two
purposes: First, the cheque fulfills his own obligation. Second, it is the activity goal of his
partner. Those last two actions make the cooperative goal be achieved. Note that the tie
is not by automated actions of protocol machines, but by obligations of persons:. Why this
must be so, will be explained in the following subsection.

2.3 Obligation Structures and thelr Loglcal Expressions

In a cooperation a partner passes discrete local states. The transition of one state to another
happens by the occurence of a local event. An event is either the receipt or the transmission
of a message at the external message interface of a partner. In particular, every partner of
a cooperation is associated with a state of his personal obligation. An obligation state is
described by a logical expression of oblzgatzon An’ obhga,tlon expression is of the following
form: -

If events (71,72,...,7y) of predefined types ha,ve‘,occurred,‘ then the respective
person is obliged to proceed with an event 7,43 of a predefined type.

An obligation expression is true, if one of its s}uppos’itions: (11,72, ..., Tv) has not been
fulfilled, or if the concluding event 7, is fulfilled. An obligation expression is false, if all
of its suppositions (74, 72,...,7,) have been fulfilled, and if the subsequent event 7,4, is not
(yet) fulfilled. It is the personal responsibility of every partner in a cooperation to keep his
personal obligation expression true during the whole cooperation.

However, it is not quite clear what it means, that an event is “fulfilled”. It is not the format
alone. It is important to note that the semantic content of an event is not fully determined
syntactically by its type. For example, a contract can have an incorrect content despite its
correct format. Also the reverse case happens: a contract is semantically correct while it
contains formal defects. An event is true, or fulfilled, if and only if it has a correct type and
a correct content, i.e. if it is both syntactically and semantically correct. Unfortunately, for
automata it is not easy to handle semantic correctness. On the other hand, the treatment of
syntactic correctness is straight forward.

As to syntaz specification, every state F; out of a sequence of states (Ey “before” Ej
“before” ... E,4+1) at which events can take place is associated with a set T; of specified event
types: : '

= {ri,mizs s i} (6i€N)
Recall that an event is the recelpt or the transm1ss1on of a message at the external message
interface of a partner. Every r;;€T; (i€ { 1,..,v+1}, Je{l,.. . e}) represents one syntactic
alternative of the state F;, i.e. at E; exactly one event m; W1Il happen W1th Type(m;)eT.
At every state F; a protocol instance can check a,utomatlca,]ly if an occurring event is an
expected event as far as its type is concerned.
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As noticed before, an automatic check of semantic correctness is not easy if feasable at all.
In general, this is not feasable and therefore human persons perform this task. However, in
order to understand the position of the persons in the model, for a short moment we assume
the existence of an automatic semantic checker: under this assumption a protocol could be
defined which automatically fulfills a conditional obligation. This would lead to the following
protocol machine: First, for every state E; (¢ = 1,...,v+ 1) the automaton selects one
event type 7; ;,€T; as the “correct type” at this state. Then the events are interrelated by
the following expression of temporal logzc '

(Tldl AT2j Aol A Tv,ju) = F(Tv+1,.iv+1)

“F” represents the “following”-operator of temporal logic. The meaning of this temporal-
logical expression is this:

If at all states E; (¢ =1,...,v) correct events of type 7; ;, have occurred, then at
state E,; the respective protocol instance selects a correct event of type 7y41,j,,,
and resumes the cooperation with it.

The type selection covers the syntax. However, the temporal expression assumes semantic
correctness as well. Despite the fact that semantic correctness cannot be specified generally,
there is an even more important argument against this protocol realization from the security
point of view. In an open environment, one cannot rely upon a partner instance to follow
this temporal logic rule. The reason is that semantics go with personal interest, and personal
interest is a major source for security attacks.

Therefore, persons are introduced into the model. A person owns personal competence
which includes a semantic understanding of the cooperation and a personal interest in its
goal. Persons are responsible for their doing. In the stead of an automatic subsequent event
there is a personal obligation to make the correct subsequent event happen. Every partner
in a cooperation is associated with an obhgatlon state which i is described by an obligation
expression of the form:

(Tl,jl ATe5 Al A Tv,jv) =>»0(Tv+1,]'u+1)

“O” represents the “obligation”-operator of deontic logic. "The meaning of this expression
of obligation logic is analogous to the respective expression of temporal loglc, whereby the
“following”-operator is replaced by the “obligation”-operator:

If at all states E; (i = 1,...,v) correct events of type T;,;i have occurred, then
at state F,4; the respective person is obliged to select a correct event of type
Ty+1,j,4; and to resume the cooperation with it. .

The partners evaluate this logical expression by their personal competence. The logical
evaluation covers both, the syntactic and semantic aspect of the events, in a natural way.
There is neither a restriction nor a demand of an automatic support of this evaluation on
any side. In particular, a participant does not take it as a matter of course, that his partner
will act according to his obligation. Instead of an automatic enforcement, he expects proofs
of evidence which enable him to enforce the obligation outside of the technical system, if
necessary. This will be outlined later in this section (see subsections 2.6 and 2.7).
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At this point it might be helpful to look for a moment at an embedding of the model of
obligations presented so far into a more general model of telecooperation. Semantics and
cooperating persons are essential elements of the Balance Model. Therefore, the embedding
can be described in the terminology of J. Dobson and J. McDermid [DOBS 89]. They have
stressed the specific problem that security models should relate to semantic meaning rather
than to data or to predefined information types. They notice that “meaning in the context of
an enterprise is a social construction”. Consequently, they introduce human individuals into
their security model who use interpretation functions in order to manipulate and evaluate
data. The interpretation functions work on a background of a social context and are not (or
at least not fully) specified. In the Balance Model of obligations presented here, it is by those
interpretation functions that persons evaluate the obligation expressions. From the point of
view of a formal model, these functions are there but they are underspecified. However, the
model supposes that persons do evaluate obligation expressions and that in a social context of
cooperation the principles of evaluation are agreed. This includes the possibility of conflicts.
The conflicts can be communicated and eventually solved on the basis of syntactic proofs of
the obligation states.

2.4 Obligation States in the Offer-Order Cooperation

The example of a cooperation between a service provider p and a service user u was explained
in subsection 2.2 (cf. fig. 1, p.4). In this cooperation either partner passes a sequence of five
obligation states:

[ event types Ty forp | eventtypesTforu | comment |

step 1 T: at state E; contains: T/ at state £ contains:
Initiation T11: P receives offerpiease T11: u sends offerpiease
step 2 T, at E3 contains: T, at EY contains:
Service Offer T21: P sends offer 751: U receives offer
step 3 T3 at E3 contains: T3 at Ej contains:

Service Order

T31: P receives order
T32: P receives offerretuse
733: P receives offerplease

741 u sends order
T3p: U sends offerrefuse
T33: u sends offerpiease

resume at Fo

step 4
Service Result

T4 at E4 contains:
T41: D sends result
T42: P sends orderrcsuse
T43: P sends orderpiease
T44: P sends offer

T; at E} contains:

741 U receives result

Tis: U receives orderrefuse
u receives ordeTpiegse

Tag:
T44' U Teceives offer

resume at E3
resume at F3

step 5
Payment

Ts at E5 contains:

Ts1: P Teceives cheque

Ts2: P receives resultyofuse
Ts3: P receives resullpiease
Ts4: P receives order

T; at Ef contains:
74,: u sends cheque
Tiy: U sends resullyofuse
53¢ u sends resultpreqse
754: U sends order

resume at E4
resume at Fy

Fig. 2: States and event types in an offer-order cooperation.

Generally, this cooperation is completed by a positive acknowledgement of cheque receipt.

Corresponding events 7, at state E; of p and 7], at state E] of u are interrelated by
the communication infrastructure. In case of a secure communication channel, corresponding
states of p and u can be identified. This aspect of a communication infrastructure is explained
in subsection 2.5 below.
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Without further restriction, every sequence of event types (7; ; )i=1,...6 is legal, for instance
the sequence (71, 721, T31, T42, €zit) which corresponds to a refusal of a user order by the ser-
vice provider. Depending on the semantic content of this cooperation instance, order,.sy,.
either expresses a legal refusal of an unacceptable order or an illegal denial of service. How-
ever, the property of an event of being legal or illegal is derived from the obhgatxon structure
in the following way: :

The obligation states put an additional structure on the cooperation. The service provider
p in the offer-order cooperation is conditionally obliged to send a result to the service user
u, under the two conditions that he had sent an offer before and that he has received an
order which matches the offer. u, on the other hand, is conditionally obliged to send a-
cheque to p, under the two conditions that he had sent an order before and that he has.
received a result which satisfies the order. There is another conditional obligation of the
service provider, namely to acknowledge an accepted payment positively. Other obligations
of acknowledgements could be introduced in the coopera.txon For the sake of smphcxty,
however, they are not expressed here.

Let s(7 : r) denote the event that a person of type s receives a message m of type r from a
person of type r. And let s(—7 : r) denote the event that a person of type s sends a message
m of type T to a person of type r. Let OE(s) denote an obligation expression of a person
of type s. Then the obligation states of p and u are formally described by the following
obligation expressions:

(OE(p)) [p(—offer:u)Aplorder:u)] = O(p(-result:u))
p(cheque : u) = O(p(—chequey.y : 1))
(OE(u)) [u(—order:p)Au(result:p)] = O(u(—cheque: p))

With this additional structure the single activity goals of the two partners are tied together
to one aggregated goal of the cooperation. In that u receives the result, he achieves his goal
and he fulfills his last condition by which he is now unconditionally obliged to make p achieve
his goal as well. :

E1 Ez E3 E4 ES E5
LN ) O et T

refuse °’d°'reﬁse resultm chequem

oﬁerpm; orderp“aase resultpbaul chequep,ease
offer order

— obligation structure of P ————
------ obligation structure of {J -----.

Fig. 3: Sequence of obligation states with events and obligation structures.
Without obligation structure: Every event path from left to right is equally possible.
With obligation structure: Preferred event paths. After following a preferred path until the
last but one event 7y, ;,, the next event must be the last event ;_,,;, ., of this preferred path.
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2.5 A Semi-formal Description of a Reliable Telecooperation

There are siz aspects to be described.

The first aspect refers to the definition of the subject types and message types of a coopera-
tion. In the offer-order cooperation the subject types are p and u, and the message types are
offer, order, result, and cheque together with the associated request, acknowledge, and refuse
message types.

The second aspect is a description of the communication infrastructure. Logical expressmns ‘
describe the motion of messages. For example, the expression

s(fm:r)=>r(-m:s)

states that if a subject s has received the message m from the subject r, then r has indeed

sent this message m to s. This is the non-repudiation of origin. The converse statement of -

motion, o
s(-m:r)=>r(m:s)

which expresses the non-repudiation of receipt, is only true, if the sender s is in possession of

a proof-of-delivery by the network provider or by another neutral observer. Otherwise, the

statement should include the supposition that s has received a personal receipt acknowledge- . B

ment by the message recipient:

s(—m : r)As(Mmgek 2 T)=>1(m 2 8).

The delivery of a sent message and the origin of a received message, respectively, can be

derived from the expressions of message motion.

In the example of the offer-order cooperation, the motion of messages between p and u
within a secure communication infrastructure which provides proofs-of-delivery, is described -
by the following logical expressions (C'1) and (C2). For simplicity, from an expression s(—m :

r) or s(m : r) the indexed recipient or originator r, respectively, is dropped, if recipient and -
originator, respectively, are clear. In a bilateral cooperation they are clear. Therefore, p(—m)ﬂ- i

stands for p(—m : u), etc.

(C1) p(-m) & u(m),
(C2) u(-m) & p(m).

The implications "p(—m)=>u(m)"” and "u(—m)=>p(m)” (i.e. non-repudiation of delivery
without cooperation of the recipient) hold only if a secure communication infrastructure sup-
plies the sender with a proof-of-delivery. However, if a secure communication infrastructure
is not available, the expressions of message motion must contain personal acknowledgements

in order to prove the receipt of a message. (C1)and (C2), for example, would then expand
to

(C'1) p(—m) A p(meck) =
p(-m) <« u(m),

(C'2) u(~m)Au(meex) = p(m),

u(-m) <« p(m).

u(m),

The third aspect is a description of the obligation structure defined by the obligation states
of all partners. Obligation states are formulated and interpreted with the help of an obli-
gation logic by so-called obligation expressions. The obligation structure of the offer-order
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cooperation is described by the obligation expressions O E(p) and O E(u) (see subsection 2.4
above).

The fourth aspect is the definition of the common goal of cooperation. It is described by a
logical expression of events. The formal goal of the offer-order cooperation, for example, is
described by

| (G) u(result) A p(cheque).

This means that u demands the service and p wants to earn money. u wants the service result
and p wants the cheque. They cooperate in that they agree to achieve both as a cooperative
goal.

Note that it is the purpose of the obligation structure to support the cooperative goal.
When designing a cooperation system, obligations are structured in a way that the pa.rtners
are obliged to help one another mutually in achieving the cooperative goal.

The fifth aspect is the equilibrium of obligation states and proofs about these states. This
equilibrium, or balance as it is called, is realized by the cooperation protocol. Every partner
observes the balance and reacts accordingly, if any partner tries to change the obligation state
without supplying an appropriate proof. Also, unaccpetable events would violate the balance.
The observation and reaction is supported by the local system. The following subsections 2.6
and 2.7 are dedicated to this fifth aspect, the balance principle.

The sizth aspect is, of course, the cooperation protocol itself.

2.6 The Security Aspect of the Balance Model

Note that the messages are related to one another not only by syntactic rules, but also by
semantic correctness. While the syntax of the events underlies objective rules, semantics can
be subject to conflicts. The judgement of semantic correctness depends on the pragmatic
background of knowledge and interest of a person. However, on the basis of non-repudiatable
syntactic proofs, conflicting persons can cooperate securely. The security aspect is described
by the identification of the security requirements and the security measures which are designed
to encounter the security threats.

Security Requirement:

Every partner of a cooperation is personally responsible for his personal obligation expres-
sion. He must keep it true throughout the cooperation. A participant is protected against
false obligation expressions of his partners. A participant is protected against unjustified
accusations that his personal obligation expression is false.

Security Measure:

A participant of a cooperation is protected by means of syntactic proofs of all messages
which are intended to change an obligation state (“balance principle”). Proofs are based on
asymmetric digital signatures. They prove the origin of received messages and the delivery
of sent messages. They also prove the integrity of messages.

Security Threats:

The violation of the cooperation principle by an incorrect system or by incorrect behaviour
of a participant is a security threat against a reliable cooperation. There are two types of
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security attacks:
1. A proof is denied or manipulated.
2.  An obligation expression becomes false.

A participant of a cooperation identifies a security attack of the first kind by a (purely
syntactic) type check of the expected proof. A participant of a cooperation identifies a
security attack of the second kind by a local (syntactic and semantic) evaluation of the
obligation expression. The question if there is really a violation of the obligation state or if
there is only a wrong understanding on one side can be subject to a personal conflict between
cooperation partners. Both, violation and misunderstanding, would lead to an evaluation of
the semantic aspects of the cooperation.

As a first approach, either attack leads to an interruption or termination of the cooperation.
The conflict is solved outside of the cooperation in question. It is beyond the scope of this
model to introduce elegant methods which support an automatic solution of a conflict. This
is a problem of group communication technology. However, a telecooperation system which
follows the balance principle supports the solution of a conflict, in that it supplies proofs of
the current obligation states of all partners which are commonly accepted until the point of
interruption. The proofs are also valid in front of neutral third parties like legal courts. The
problem in question will be discussed between the partners, and in front of a third party
if necessary. As to semantic conflicts (attacks of the second kind), the discussion includes
the semantic meaning of the message contents, i.e. the information messages are intended to
carry.

2.7  Proofs of Events

It is the intention of a participant of a cooperation who cannot trust his partners in cases of
conflict to prove unfulfilled obligations of his partners or his own fulfilled obligations, respec-
tively. For this purpose he collects messages which allow him to derive an obligation state
to be proved. For any proof, three pieces are used: first, the initial obligation states; second,
proved information about events, so called “elements of proof”; and third, the expressions
of the message motion within the communication infrastructure. With the combination of
these three pieces a participant can prove any current state of obligation.

An event is the delivery or the submission of a message at a communication interface of
an actor. An “element of proof” (of an event) is a received message or a proof-of-delivery of
a sent message. Now, about which events should a participant collect proofs? Fortunately,
this can be formally derived from the obligation expressions of all partners.

Every participant is responsible that his own obligation expression remains true. Therefore,
everyone collects messages which prove the truth of his own obligation expression and, if
existent, messages which prove that an obligation expression of a partner is false. The proof
of the truth of his own expression serves the defence in case of an unjustified accusation. A
proof of a false obligation expression of a partner, if existent, serves the legal enforcement of
a justified claim.

A proof of the truth of an obligation expression consists of a proof that one of its supposi-
tions is false, or if this does not exist, of a proof that the conclusion is true. For example, the
service provider p in the offer-order cooperation proves the truth of his obligation expression
(OE(p)) : [p(—of fer) A p(order)] = O(p(—result)) in that he proves that p(—of fer) or
p(order) has not happened, or if both have happened, that p(—result) has happened as well.
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A proof that an obligation expression is false consists of proofs about all suppositions
that they are true, and of a proof that the conlusion is not (yet) true. For example, the
service user u in the offer-order cooperation proves that p’s obligation expression (O E(p)) :
[p(—of fer)) A p(order)] = O(p(—result)) is false in that he proves that both, p(—of fer)
and p(order) have happened correctly, and that p(—result) has not happened yet or that it
was incorrect. This proof serves the purpose to force p to fulfill his obligation, i.e. to provide
the ordered result. A proof about a false event expression refers to an event which has not
happened or which has happened incorrectly. In order to be able to recognize unsent or lost
messages, time intervals are defined.

The replay threat might lead to false proofs. An old message retransmitted by an eavesdrop-
per or by one of the legitimate parties might look correct and would be accepted to “prove”
an event. Examples are used cheques, out-of-date orders, or overbooked reservations. While
some kinds of replay threats are of semantic nature such as an overbooked reservation, others
like cheques and order forms can be protected by “time stamps” or “universal identifiers”.
It is the responsibility of a local actor within a cooperation to maintain and check identifiers
and time intervals. For example, as an enterprise security policy, a service provider can map
unique identifiers to all of its offers and accept only those orders which refer to one of its
registered identifiers. The integrity protection of messages by a digital signature includes
time stamps and identifiers.

3 The Balance in the Offer-Order Cooperation

The bilateral offer-order cooperation between a service provider p and a service user u is
explained in subsection 2.2 (cf. fig. 1, p.4). In steps 1 through 5 the message types offerpicase,
offer, order, result, and cheque are exchanged. The corresponding obligation states OE(p)
and OF(u) are presented in subsection 2.4. They are essentially expressed by

(OE(p)) [p(—of fer) A p(order)] = O(p(—result))
(OE(u)) [u(—order)Au(result)] = O(u(—cheque))

Note that step 1 is the receipt of offerpieqase and does not change an obligation state. The
table in fig. 4 below compares the obligation states with elements of proofs about these states
at every single step of the offer-order cooperation. In the notation of obligation states, fulfilled
suppositions are left away in order to express the fact that they do not longer play the role of
a condition for the concluding obligation. Then, a conditional obligation with all conditions
fulfilled is expressed as an unconditional obligation which is indeed equivalent.
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Obligation States Proof Elements
P I u | u
initial state [[ [p(—offer)A | [u(—order)A
and state p(order)] = u(result)] = - -
after step 1 || O(p(—result)) | O(u(—cheque))
plorder) = [u(—order)A
after step 2 {| O(p(—result)) | u(result)] = - u(of fer)
’ O(u(—cheque))
after step 3 || O(p(—result)) | u(result) = plorder) | u(of fer)A
O(u(—cheque)) u(—order)
p(order)A | u(of fer)A
after step 4 - O(u(—cheque)) | p(—result), | u(—order)
p{—result)
plorder)A | u(of fer)A
after step 5 - - p(—result), | u(—order),
| p(—result) | u(—cheque)

Fig. 4: Obligation states and proof elements in an offer-order cooperation.

Every participant collects only those elements of proof which he needs in order to prove the
fulfilled suppositions of his partner or his own fulfilled obligations. For a proper book-keeping
he will also make entries about aother events such as the resolution of a partner’s obligation
or the fulfillment of a supposition of his own obligation. However, they play no role for the
balance between obligations and proofs.

p collects p(order) and p(-result) because from-these elements he can derive that the sup-
positions of the obligation O(u(-cheque)) of u with regard to him are fulfilled. p collects
p(-result) for the additional reason that it serves to prove the fact that his own obligation
O(p(-result)) with regard to u is resolved. u collects ufoffer) and u(-order) because from
these elements he can derive that the suppositions of the obligation O(p(-result)) of p with -
regard to him are fulfilled. u collects u(-cheque) for the additional reason that it serves to
prove the fact that his own obligation O(u(-cheque)) with regard to p is resolved.

An obligation of a partner passes different states during a cooperation. Initially it is
“conditional”, then one supposition after the next is fulfilled. Immediately before fulfillment
of the obligation its state is “unconditional”. Eventually, after fulfillment of the obligation
it is “neutral”. Proofs increase accordingly. They are stored until after solution of possible
conflicts. As one can see from the table in fig. 4 above, proofs and obligation states are
balanced between the partners, such that any unfulfilled obligation can be proved by the
respective other partner at every step of the cooperation.

From the point of view of u, the messages u(offer) and u(-order) are not yet proofs of an
obligation state of p. These elements of proof must yet be combined with the ezpressions
of motion (C1) and (C2). This is also true for the elements of proof p(order) and p(-result)
from the point of view of p.

One example of a proof is demonstrated now. How does u prove after step 2 that the
new current obligation state of p is now “p(order) = O(p(—result))’? As described in -
subsection 2.7 above, he uses his elements of proof, the expressions of message motion, and
the initial obligation state of p. The element of proof u(of fer) and the expression of motion
(C1) : u(of fer) = p(—of fer) together imply p(—of fer). This is precisely the supposition
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in the initial obligation state of p from which the new state is concluded: p(—of fer) and
(OE(p)) : [p(—of fer)Ap(order)] = O(p(—result)) imply "p(order) = O(p(—result))"” which
was to be proved.

All other proofs of new obligation states are analogous.

4 Conclusion

The cooperation principle associates every cooperation with a cooperative goal and states
that either all or none of the partners of a cooperation must achieve the common goal of the
cooperation. The Balance Model sketched in this paper describes the balance principle which
leads to a local method to protect the cooperation principle in open cooperation environments
globally.

However, the model presented so far is semi-formal only. There is a need to formalize
the balance principle, e.g., by extended finite state machines that represent the local user
agents. Obligation states would be defined by local obligation attributes. States change by
the transmission or receipt of messages. Globally balanced states would be defined formally
and theorems about secure progress of cooperation could be proved. This formalism would
also help to design and analyse more complex cooperations between groups of persons. So
far, only the area of formalisation is marked off: instead of system mechanisms that enforce
the cooperation globally, there are local user agents that keep the global balance between
actions and proofs.

Environments of application are open societies of autonomous agents, e.g. open economic
markets. The balance principle is particularly useful across the boundaries of security do-
mains and might thus help to extend the Clark-Wilson security model [CLWI 87]. Basic
telecooperation activities include the negotiation of contracts, the purchase of information,
and the reliable and acknowledged transfer of important documents. However, the model is
also applicable to more complex cooperations between more than two partners with several
states of obligations which refer to different subsets of participants. The principle of balance
does always apply in the same way. The model also refines the separation-of-duty cooperation
within a closed environment.

Application research is required in order to specify cooperation scenarios such as teleshop-
ping, telebanking and teleadministration. Also, inter-organizational cooperative work is sub-
ject to telecooperation. For example, remote computer maintainance and distributed software
development are important applications.
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Abstract

It is argued that security models for denial of service should focus on malicious attack,
rather than on the correct provision of service by a computing base in the absence of
intruders. A mandatory denial of service model is introduced that focuses on the
mitigation of malicious attack. The NDU(C) (no deny up within C) model ensures that
low priority subjects never deny services within a distinguished set C of all system
services to high priority subjects. NDU(C) is introduced in the context of Millen’s
resource allocation model (RAM) and several policy instantiations of the model are
presented. The model and policy instantiations are assessed with respect to familiar
level-oriented model criticisms.

Keywords: Criticality, denial of service, NDU(C), priority, resource allocation model
(RAM), security model, security policy.

Introduction

An apparent trend in the development of security models for denial of service is toward expressions:
of the form: "if request, then grant with respect to some temporal constraint.” For example, Millen
recently proposed a resource allocation model that allows expression of the finite waiting time (FWT)
rule ("if request, then eventually grant”) and the maximum waiting time (MWT) rule ("if request then
grant before maximum waiting time expires”) [Mi92]. A problem with such rules is that they do not
allow for justified service denial by an agent with suitable authorization (e.g., an administrator or a
higher priority user). Another -problem with such rules in the context of computer security is that
violations may be caused by circumstances that are unrelated to malicious attack. For instance, natural
disasters that cause damage to resources during a pending service request are more often viewed as
survivability or availability issues than security issues. Similarly, design errors that cause requests to be
delayed are generally viewed as software and system engineering issues more than security issues. If one
chooses to characterize these issues as within the purview of security, then one must include other issues
such as user-interface design (requests might be delayed if the interface is hard to use), performance
(bottlenecks cause delayed service), and many other areas of computer science and system engineering.

In this paper, we describe a denial of service model based on earlier work [Am90] that focuses
specifically on preventing users from initiating an action that will cause an authorized request from a
higher priority user to be denied or delayed beyond a required target duration. The model is motivated
by the level-oriented rules and approach in the Bell-LaPadula model [BL75] and the mandatory integrity
portion of the Biba model [Bi77]. While these types of models seem to have fallen into disfavor among
researchers (see [Mc87]), they continue to guide the development of many practical secure systems. For
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example, some system designers have chosen to employ access controls in conjunction with the Bell-
LaPadula model in such a way as to support disclosure protection via disclosure levels and integrity
protection via a reverse interpretation of disclosure levels (i.e., high integrity subjects and objects are
placed at the lowest disclosure level). Thus, we employ a level-oriented approach and we include an
assessment of how the traditional criticisms of the Bell-LaPadula and Biba models apply to our model.

The model is referred to as NDU(C) (pronounced "no deny up within C") and is based on the
premise that subjects can be associated with a priority from a lattice of levels (we will generally refer to
levels as high and low priorities). A further premise is that objects can be partitioned into critical and
non-critical objects. Generalization of this notion to multiple levels of criticality requires only a simple
modification to the model. In developing the model, we observed that in traditional system operation,
subjects of higher priority should have the option to pre-empt requests by subjects of lower priority if.
sufficient justification exists. Furthermore, NDU(C) stipulates that operations requested on higher
criticality objects may require more urgent attention than operations requested on lower criticality
objects. A final premise worth mentioning with respect to the model is that it addresses denial  of
service attacks by users of the system during operation, rather than during - system design and .,
development. :

The NDU(C) model stipulates specifically that low priority subjects should never have the ability to
cause a service request for an object within a set C of critical objects that is made by a higher priority
subject, to be denied. This is illustrated in the diagram in Figure 1 in which circles depict subjects,
squares depict objects, lines depict priority boundaries (low priorities at the bottom), dotted. arrows .
depict requests, solid arrows depict denial attempts (unsuccessful denials are shown with a slash), and C .
is depicted by the dashed box which has no associated priority: .

Figure 1. Hlustration of NDU(C)

Compliance with NDU(C) requires not only a determination of what constitutes a service denial, but
also of what constitutes a critical object. Actually, NDU(C) can be generalized to a global no deny up
rule when all objects are viewed as critical. A further insight worth mentioning is that NDU(C) might - '
be viewed as a restricted type of reverse non-interference. That is, whereas high sensitivity subjects
should not (among other things) affect service requests made by low sensitivity subjects in systems that -
meet non-interference, low priority subjects should not affect service requests made by high priority
subjects in systems that meet NDU(C).

The purpose of this paper is to introduce the NDU(C) model in the context of Millen’s ‘resource -
allocation model (RAM) so that it can be combined and compared with other rules such as FWT and *°
MWT that are expressible in the context of Millen’s RAM. Three different policy interpretations of the -
model are presented that address different types of protections. The first prevents single users from
having resource requirements that could cause denial of service, the second ensures that the system
allocate resources to users in a manner that avoids denial of service (even if users request resources in
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such a manner that would cause such problems), and the third ensures that no group of N low users can
work in collusion to cause a denial of service attack. The paper also outlines how the model deals with
many of the traditional level-oriented security model criticisms that have been reported in recent years.
Specifically, criticisms relating to the bi-direction of information flow caused by remote reads, the
requirement for trusted process support, and the problems induced by the System Z scenario [McL87]
are addressed.

Millen’s RAM

Since ‘the NDU(C) model will be expressed using Millen’s resource allocation model (RAM), we
briefly describe: the RAM here. Readers familiar with Millen’s work might skip to Section 3. The
RAM allows one to. specify denial of service models and policies in terms of the detailed resource
allocations “that comprise the provision of service to users in computing systems. It is based on the
notion' that subjects have certain space and time requirements for resources in order to proceed in a
desired task.  Service denials occur when the space and time allocations for some process do not meet
its requirements. Millen shows that policies such as finite waiting time (FWT) and maximum waiting
time (MWT) can be easily specified in the context of his RAM. He does not, however, include subject
privileges and object criticalities as part of his proposed framework (we add these in Section 3).

The RAM consists specifically of a collection of rules that characterize a family of computing
systems' that is well-suited to meeting denial of service constraints. That is, the rules are designed to
introduce concepts to this family that will greatly assist in the specification and analysis of denial of
service models and policies. The RAM and its associated rules are presented below.

A set P of active processes and a set R of passive resource types are assumed. Some fixed
constraint ¢ denotes the collective maximum number of units of all resource types available on the
system being examined. An allocation vector A, denotes the number of units of each resource that are
allocated to process p in some state. In this way, an allocation vector can be viewed as a snapshot of
the resources allocated to a process -at some instant. A special type of resource: known as the CPU
resource is used to model whether a process is running or asleep. Specifically, whenever A (CPU) = 1,
we say that running(p) is true and whenever A (CPU) = 0, we say that asleep(p) is true.

A space requirements vector sQp denotes the number of units of each resource that process p
requires to proceed in its desired task in some state. It is assumed that processes can identify the set of
resources necessary to complete a task before they initiate that task. A function T(p) denotes the last
time the clock for process p was updated to reflect a real clock. A time requirements vector TQp denotes
the amount of time that process p requires for each resource to complete its present task. Just as with
space requirements, it is assumed that a process can determing its time requirements for a particular task.
Additional details on these notions can be found in Millen’s original exposition [Mi92].

The cight rules that comprise Millen’s RAM are listed below. Each rule is intended to constrain the
family of systems that are consistent with the model. Ticked variables (e.g., running(p)”) are intended to
denote the value of a variable after a single state transition. Rule R1 stipulates that the sum of allocated
resource units. to all processes in P must be less than the system constraint ¢. - Millen refers to models
and policies that violate this rule as infeasible.

Rl ¥ A <c

peP
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Rule R2 states that running processes must have zero space requirements. Millen reasons that if a
process does not have all of the resources it desires in some state, then it makes little sense for that
process to proceed. Starvation occurs when a process has non-zero space requirements that are never
met (or are met late).

(R2) if running(p) then °Q, = 0

Rule R3 states that resource allocations are not changed for running processes. This is a powerful
assumption because it implies that running processes will not be preempted during their operation as a
result of some resource reallocation (other than reallocation of the CPU resource). The construction
"running(p) and running(p)™" is intended to stipulate that in some state a process p is running and in the
next state it remains running,

(R3) if running(p) and running(p)” then A "= A

Rule R4 states that process clocks are never updated when CPU allocation is not changed. The units
of time are assumed to be positive integers that always increase when time is updated.

R4) if AP(CPU)’ = AP(CPU) then T(p)" = T(p)

Rule R5 states that clocks are updated when CPU allocation changes and this update always reflects
an increase in time. Notice that each process has its own clock and no provision is made to ensure that
different clocks are synchronized to each other or to some real time clock.

RS) if AP(CPU)’ # AP(CPU) then T(p)” > T(p)

Rule R6 states that space requirements are adjusted for sleeping processes. In other words, when a
process is asleep, it must determine the resources that will be required in order to make progress in
some task. Once all of these resources are obtained, the process wakes up. This notion of meeting
space requirements before initiation of a task will provide a framework for expressing the NDU(C)
denial of service model.

(R6) if asleep(p) then SQP‘ = SQP + Ap - AP’

Rule R7 states that time requirements are not adjusted for sieeping processes. Instead, time
requirements are adjusted when a process is actively utilizing a resource.

R7) if asleep(p) then 'Q," = "Q,

Rule R8 states that transitions that put processes to sleep reallocate only CPU resources. Space
allocation changes must occur only after a process is asleep.

(R8) if running(p) and asleep(p)” then A=A - CPU
Millen uses the above RAM as a means for specifying certain policies. For example, the finite

waiting time (FWT) policy can be expressed in the context of the RAM. We use the leads-fo operator
of temporal logic (i.e., A leads_to B means henceforth A implies eventually B) to specify intervals that
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may result from multiple transitions.
FWT: V p,S: 38" S’(running (p)) and S leads_to S’

In the above expression, S(x) means x is true in state S and S leads to S” means V S, S S((T(p) = n))
and S°((T(p) = m)) and m > n. FWT states that users will eventually receive requested resources (i.e.,
they will eventually receive the CPU to make progress). Maximum waiting time (MWT) can be
expressed similarly.

MWT: 3 B:V p, S: 38" S (running (p)) and S leads_to(b) S’
In this expression, S leads_to(b) S” means that V' S, S”: S((T(p)) = n) and S'((T(p) = m)) and m - n < b.

MWT differs from FWT in that an explicit time limit is imposed on how long users must wait to make
progress in their task.

Specifying NDU(C) Using Millen’s RAM

As suggested above, we would like to introduce process privileges and object criticality as a means
for expressing the NDU(C) mandatory denial of service model. These will be assigned in a manner
analogous to the assignment of clearances and classifications for disclosure. Thus, new functions on
processes and resources are introduced as follows:

m:P—>N
%: R — boolean

The value w(p) is intended to denote the natural-valued privilege of process p.. If n(p,) is greater
than m(p,), then we say that p, has a greater privilege than p,. Thus, an ordering is imposed on the set
of privileges. Similarly, the value x(r) is intended to denote the criticality of a resource. If the value
%(@ is true, then we say that r is a critical resource. If the value x(r) is false, then we say that r is a
non-critical resource.

Tranquility rules must now be added to ensure that privileges and criticalities are not changed in
inappropriate manners. We choose to specify strong tranquility for greater assurance, but weak
tranquility could suffice. Rule R9 states that a process privilege is always the same from one state to
another. Therefore, process privileges would have to be established in an initial state.

(R9) V p: n(p) = n(p)’

Rule R10 states that resource criticalities also do not change and would have to be established in an
initial state.
R10) V1 x(n) = x@)"
As we will show, the use of privileges and criticalities supports our goal of relaxing policies such as
MWT and FWT so that processes with higher privilege can deny critical resources to processes with a

lower privilege under an appropriate set of circumstances. Specifically, if higher privilege processes
require the use of critical resources that are needed by lower privilege processes, then under such
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prioritized schemes, the allocation of these critical resources would not be made to the lower privilege
processes. This should follow one’s intuition regarding denial of service on real systems. If a system
administrator, for example, chooses to deny service to some normal user, then one presumes that this
decision is made for the overall good of the system. To classify such an occurrence as a denial of
service is misleading.

Enforcing a denial of service requirement with respect to only a set of critical resources is analogous
to the enforcement of other policies to an isolated set of resources. For example, on a secure system,
denial of service requirements might only apply to the résources associated with a TCB. By restricting -
the domain of applicability for denial of service requirements, we increase their implementability.

Given these concepts, we-can express NDU(C) in terms of the space requirements for the various
processes on the system. The basic idea is that processes at some priority level should not interfere with’
the space requirements of higher priority processes. This is expressed in the context of Millen’s RAM
with our proposed priority and criticality enhancements. As a shorthand concept to assist in the
presentation of NDU(C), we define the set of processes that have priority greater than the priority of
some process p (denoted p.T) as follows:

p” € p.T iff n(p) < n(p?)

We choose to characterize the model as three separate policy instantiations, any one of which might
be selected for a particular implementation, These three instantiations are presented below:

Single User Requirements (SUR) Policy: The first policy instantiation specifies that single users are
prevented from requiring space in a way that would allow them to solely deny service to high priority
users. ‘ o

SUR: V p: [x[c] - x[ Q,,]> }: 1°Q, 11

pepT

In the expression, [ Qp] denotes the space requirements of process p for all critical resources and
x[c] denotes the total amount of critical resource on the system. This policy could be enforced by
system restrictions on user space requirements or by user agreements to advemse space requirements
that respect the policy.

Single User Allocation (SUA) Policy: The second policy instantiation specifies that a single user
cannot be allocated enough resource to ever solely deny service to a higher priority user, regardless of
what the single user establishes as space requirements.

SUA:Y p: [xle] - 7A ]2 3 %°Q,1]

pep.T

This policy would be primarily enforced by the system ensuring that allocation is performed
commensurate with the desired condition. Note that the SUR policy implies the SUA pohcy, but that the
reverse is not true. :

Multi-User Allocation (MUA) Policy: The third policy instantiation specifies that no N different -
users can be allocated services in a way that could deny service to any user with priority higher than the
maximum priority of the N users.
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MUA: V p,, p,, ... B, T(p,) < 7(p;) < ... 7(p,): [x[c] - X X[Aé,] > ¥ x[SQP,]]
' - Pi

pep;.

An important issue highlighted in each policy instantiation of the NDU(C) model is the emphasis on
avoiding low privilege interference in high privilege requests to critical resources. This does not ensure
that high privilege requests will be granted (as in the FWT and MWT policies). It merely precludes one
type of occurrence that could cause such requests to not be granted. If a given system must exhibit
certain availability attributes for critical resources, then a different model must be selected (e.g., FWT or
MWT). We view this strict attention to the avoidance of low level interference as a desirable aspect of
the NDU(C) model because it formally represents our contention that the security community should be
emphasizing security issues over survivability, fault tolerance, reliability, availability, and other system

“engineering concems. Previous work in the area of denial of service has not made this distinction.

Concluding Remarks

Since NDU(C) is a level-oriented model in which mandatory decisions are made based on a
comparison of different leveled attributes, traditional criticisms of such approaches must be examined.
For example, McLean [Mc87] suggests that traditional level-oriented policies such as the Bell-LaPadula
model must include provision for secure transitions as well as secure states. That is, one cannot simply
reason inductively on a set of states in order to demonstrate that a system is secure. Specifically, he
suggests that one cannot simply rely on demonstration of the *-property and the ss-property in each state
of a system’s behaviors because it is possible that a process could be downgraded or upgraded as needed
to ensure that any access is always granted. Bell [Be88] retorts that tranquility. deals acceptably with
this problem since it ensures that security attributes such as clearances and classifications either cannot
change (strong tranquility) or can only change subject to an explicit set of rules (weak tranquility). Since
NDU(C) assumes tranquility rules (R9 and R10), we conclude that upgrading and downgrading as in
System Z will not cause violations.

Another problem related to bi-directional information flow stems from the fact that when a read
request is made by a higher trusted process to a less trusted process, the actual request constitutes a
write down, which is not allowed in the Bell-LaPadula model. This problem is particularly evident in
distributed systems and similar problems exist in the Biba mandatory integrity policy. NDU(C),
however, does not exhibit this problem since it is not information flow-oriented. That is, bi-directional
information flow is not a problem in an NDU(C)-compliant system because denial operations are the
focus, rather than direction of information flow.

A third problem with level-oriented models that we will mention is that they generally work around
trusted processes, rather than within them. That is, device drivers and resource handlers that must be
kept secure only benefit from level oriented models in that they are protected from less trusted
processes. Within the set of trusted processes, most level-oriented models are not much help.
Unfortunately, the NDU(C) exhibits this drawback because denial of service between trusted processes
(or between any set of processes with the same privilege) is not dealt with in the model. If one requires
that trusted processes avoid denial of service threats, then the FWT or MWT policies might be more
suitable.

A final problem worth mentioning is related to user agreements. The notion of user agreements in
denial of service models essentially states that users must make reasonable requests for services in order
to be granted a request. For example, if a user generates an infeasible space requirement, then it will be
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impossible for a system to grant that request. While the. NDU(C) model avoids the traditional user
agreement problem (NDU(C) does not stipulate that requests be granted eventually or within a bounded
interval), it does allow high privilege users to maintain constantly high space or time requirements that
would ensure the starvation of lower privilege processes. As a result, the NDU(C) model does introduce
potential system vulnerabilities in this area.

One suggested research direction for Milien’s RAM involves an investigation of the implications of
relaxing Rule R3. This rule prevents a malicious intruder from stealing resources, allocated to a running
process. This precludes a great many denial of service attacks. By relaxing the rule, one can investigate
the conditions under which attacks on executing processes can occur.
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Abstract This paper studies referential integrity in multilevel relations with element-level labeling.
Our principal contribution is resolution of an impasse left by previous work in this area. We show
that the previous work leaves us with a choice of either accepting referential ambiguity, or severely
curtailing the modeling power of multilevel relations. We then show how to escape this impasse by
eliminating entity polyinstantiation, while retaining element polyinstantiation (as an option). We
also discuss how entity polyinstantiation can be securely eliminated.

Keywords: multilevel secure databases, referential integrity, polyinstantiation

1 INTRODUCTION

Referential integrity is an important component of the classical relational data model [4]. It is
concerned with references from one relation to another. The principal motivation for referential
integrity is to prevent dangling references across relations, such as when an employee is assigned
to a non-existent department. Consideration of referential integrity in multilevel relations leads to
the realization that it can result in signaling channels for leakage of secret information [3, 6, 7]. A
multilevel secure relational model must cope with the possibility of these channels.

The central point of this paper is that prior work on referential integrity has left us with a choice’
of two undesirable alternatives. We either have referential ambiguity, which results in confusion
about the meaning of data in relations; or we have serious limitations on the expressive power of
multilevel relations, such as the inability to classify a relationship between unclassified entities.

Our principal contribution in this paper is to show how this unacceptable impasse can be resolved
by building upon the distinction between entity and element polyinstantiation. We argue that

entity polyinstantiation is so contrary to referential integrity that it must be eliminated. We also: -

demonstrate how entity polyinstantiation can be easily prevented, by means of the usual integrity
constraints in Database Management Systems. On the other hand element polyinstantiation can be
tolerated if it is required for purpose of cover stories, or some similar reason. In other words, element
polyinstantiation can be available as an option as needed; whereas entity polyinstantiation should
be eliminated in the data model. (Note that element polyinstantiation can be securely prevented
using the technique of [20], if it is not needed in a particular application.)

The paper is organized as follows. Section 2 defines a model for multilevel relations with el-
ement level labeling. In this section only individual relations are considered. Section 3 discusses
the semantics of polyinstantiation, including the important distinction between entity and element
polyinstantiation. Some of the more subtle aspects of the definitions of section 2 are also discussed.
Section 4 reviews prior work on referential integrity in multilevel relations, which leaves us in the
impasse mentioned above. Section 5 describes how to resolve this impasse by eliminating entity
polyinstantiation. Section 6 concludes the paper.

1This work was partially supported by the U.S. Air Force, Rome Laboratory under the contract # F30602-92-C-
0002. We are indebted to Joe Giordano for his support and encouragement which made this work possible.

© 1993 Ravi S. Sandhu and Sushil Jajodia
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2 MULTILEVEL RELATIONAL MODEL

In this section, we give the basic definitions and assumptions used with multilevel relations. Our
initial focus is on individual relations considered in isolation. Consideration of referential integrity,
which involves two relations, is deferred until sections 4 and 5. The definitions and properties
for multilevel relations given here are conceptually simpler, and different in important ways, as
compared to previous work on element-level labeling {6, 11, 12, 13, 15, 16, 17, 19, 20]. The most
significant difference is the requirement that there can be at most one tuple in each access class
for a given entity. This gives us the simplicity of tuple-level labeling, combined with the flexibility
of element-level labeling. There are also some other subtle differences in the precise formulation of
various properties.

The reader is assumed to be familiar with basic concepts of relational database theory. In analogy
to the usual definition of a relation, a multilevel relation consists of the following two parts.

Definition 1 [RELATION SCHEME] A state-invariant multilevel relation scheme which is de-
noted by R(4;,Cy, 43,Cy, ..., Ay, Cn, TC), where each A; is a data atiribute? over domain D;, each
C; is a classification atiribute for A;, and TC is the tuple-class attribute. The domain of C; is
specified by a range [L;, H;], H; > L;, which defines a sub-lattice of access classes ranging from IL;
up to H;. : O

Definition 2 [RELATION INSTANCES] A collection of state-dependent relation instances,
each of which is denoted by R.(A1,C1, A2,Ca,..., An, Cy, TC); one for each access class ¢ in the
given lattice. Each instance is a set of distinct tuples of the form (a;,¢;1,a3,¢3,...,ay,,¢,,tc) where
each a; € D; and c¢; € [L;, H;], or a; = null and ¢; < H;; and tc > lub{c; : : = 1...n}.3 Note that
¢; must be defined even if a; is null, i.e., a classification attribute cannot be null. o

We assume that there is a user-specified apparent primary key AK consisting of a subset of the
data attributes A;. In general AK will consist of multiple attributes. We also assume that the
relation scheme is itself unclassified (or, more generally, classified at the greatest lower bound of
L;, i =1...n). A tuple whose tuple class is c is said to be a c tuple. (Similarly, a subject whose
clearance is ¢ is said to be a ¢ subject.)

We now list four integrity requirements which we feel must be satisfied by all multilevel relations.
We call these the core integrity properties. We use the notation t[A;] to mean the value corresponding
to the attribute A; in tuple ¢, and similarly for ¢[C;] and t[T'C].

Property 1 [Entity Integrity] Let AK be the apparent primary key of R. A multilevel relation
R satisfies entity integrity if and only if for all instances R, and t € R,

1. A; € AK = t[A;] # null,
2. Ai, A; € AK = t[Ci] = t[C}] (i.e., AK is uniformly classified), and

3. 4; ¢ AK = t[C;] > t[Cak] (where C4x is defined to be the classification of the apparent
primary key). o

2In many cases it is useful to have an A; represent a collection of uniformly classified data attributes. This
extension requires straightforward modifications to our statements in this paper, which are all formulated in terms of
the A;’s being individual data attributes.

3Note that in previous work [6, 11, 12, 13, 15, 16, 17, 19, 20] it has generally been required that tc = lub{c; : i =
1...n}. The main reason for relaxing this requirement to tc > lub{c; : i = 1...n} is to allow a c-subject to specify
the classification of individual attributes in a c-tuple. For example, let My and M3 be incomparable labels whose least
upper bound is S and greatest lower bound is U. We should have some means of allowing a S-subject to instantiate °
a S tuple whose individual classification attributes are at, say, U, M;, and M;. Careful consideration of the update
semantics in such situations, leads to the conclusion that a S-subject should be able to instantiate a S tuple, even if
the least upper bound of the individual classification attributes turns out to be less than S.

’

4

40



The first requirement is exactly the definition of entity integrity from the standard relational model,
and ensures that no tuple in R, has a null value for any attribute in AK. The second requirement
says that all attributes in AK have the same classification in a tuple. This will ensure that AK is
either entirely visible, or entirely null at a specific access class c. The final requirement states that in
any tuple the class of the non-4K attributes must dominate C4x. This rules out the possibility of
associating non-null attributes with a null primary key. Property 1 is identical to the entity integrity
property of SeaView [17].

Notation. In order to simplify our notation, we will henceforth use A; as synonymous to AK,
i.e., A; and AK both denote the apparent primary key.

The next property is concerned with consistency between relation instances at different access
classes. It requires that at every access class c, exactly those tuples whose access class is dominated
by c are visible.

Property 2 [Inter-Instance Integrity] A multilevel relation R satisfies the inter-instance in-
tegrity property if and only if for all ¢’ < ¢ we have R, = {t € R, | t[TC] < ¢'}. O

Thus, for example, a TS-subject will see the entire relation given in figure 1, while a C-subject will
see the filtered instance given in figure 2. Let us denote the relation between R, and R, described in
property 2 by Ry = o(R,, '), where o is called the filter function. It is evident that o(R,,c) = R,,
and o(o(Re, '), ") = o(R.,c") for ¢ > ¢! > ¢"; as one would expect from the intuitive notion of
filtering.

The formulation of filtering given here is simpler than the definition given in [11, 13, 15] (and
subsequently adopted by SeaView {17]). The main difference is that the null-subsumption property
of [11, 13, 15] is no longer being required (principally because the null-integrity property of [11, 13, 15]
has been dropped). In the formulation given here null values require no special {reatment from a
security viewpoint.

An important consequence of the inter-instance integrity property is that it allows instances such
as shown in figure 3. Note that there is a C tuple whose key class is U, but the key value (and class)
do not occur in any U tuple. U subjects will see an empty relation in this case, as indicated in
figure 4. We will see in section 5 that this phenomenon has significant, and beneficial, implications
for referential integrity. Contrast figure 3 with the instance shown in figure 5 (with the Unclassified
view shown in figure 6). With our definition of inter-instance integrity both figures 3 and 5 are valid
Confidential instances of SOD, but they are semantically different.* We will return to consideration
of this issue in section 5.

Next, we have the following polyinstantiation integrity constraint which prohibits polyinstantia-
tion within a single access class.

Property 8 [Polyinstantiation Integrity (PI)] A multilevel relation R is said to satisfy polyin-
stantiation integrity (PI) if and only if for every R, we have for all 4; that A;,C;,Ci — A4;. a

This property stipulates that the user-specified apparent key A;, in conjunction with the classifi-
cation attributes C; and C;j, functionally determines the value of the attribute A;. In other words
the real primary key of the relation is A4;,C,Cy,...,Cy. This formulation of PI was first proposed
in [11].5 The effect of polyinstantiation integrity is to rule out instances such in figure 7, where there
are two values labeled U for the Objective attribute of the Enterprise.

4Note that with prior definitions of inter-instance integrity [11], which include null-subsumption, the closest one
can get to these instances is to have the C instance of figure 3 with corresponding U instance of figure 6.

51t should be noted that the SeaView definition of polyinstantiation integrity [16, 17] requires property 3, but in
addition requires a multi-valued dependency property which has the undesirable consequence of introducing spurious
tuples in the multilevel relation [11].
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[ SHIP [ OBJ | DEST [TC|
Enterprise U | Exploration U | Talos U U
Enterprise U | Mining C | Sirius C C
Enterprise U | Spying S | Rigel S S
Enterprise U | Coup TS | Orion TS | TS

Figure 1: A multilevel relation SOD
[ SHIP | OBJ | DEST | TC |
Enterprise U | Exploration U | Talos U | U
Enterprise U | Mining C|Sirius C| C
Figure 2: Confidential view of figure 1
( SHIP | OBJ | DEST [ TC]|
[ Enterprise U | Mining C | Sirius C| C |

Figure 3: Another Confidential Instance of SOD

| SHIP | OBJ | DEST I TC |

| I

Figure 4: Unclassified view of figure 3

l SHIP | ORBJ | DEST | TC |
Enterprise U [ null U | null U| U
Enterprise U | Mining C | Sitius C | C

Figure 5: Yet Another Confidential Instance of SOD

|

| Enterprise

SHIP | OBIJ
U | null

[ DEST | TC |
G {oul U] U |

Figure 6: Unclassified view of figure 5

[ Starship |  Objective [ Destination | TC |
Enterprise U | Exploration U | Talos U U
Enterprise U | Spying U | Rigel S S

Figure 7: Violation of Polyinstantiation Integrity

42



Finally, we introduce the fourth integrity property, which was first identified in [19]. The intuitive
idea is that every entity in a relation can have at most one tuple for every access class.® The
requirement is formally as follows.

Property 4 [PI-tuple-class] R satisfies tuple-class polyinstantiation integrity if and only if for
every instance R., (VA € 41)[4:,C1,TC — A;. a

To appreciate the motivation for PI-tuple-class consider the instance SODy given in figure 8. Let
Starship be the apparent key of this relation. Eight instances of SODg are shown in figure 9. All
these instances of SODg are consistent with SODy of figure 8 with respect to the inter-instance
integrity property. In other words, if tuples with TC = S are removed from any of the eight SODg
instances we are left with the single tuple of the SODy instance. Moreover, all eight instances of
SODs satisfy the entity integrity and polyinstantiation integrity properties. Thus any of these eight
instances are acceptable under properties 1, 2 and 3.

It is clear that instances 2, 3 and 4 of figure 9 have a much simpler interpretation than instances
5, 6, 7 and 8. The PI-tuple-class property formalizes this intuitive distinction by requiring that
there be at most one tuple for the Enterprise at each access class. Instances 2, 3 and 4 have exactly
one S tuple for the < Enterprise, U >, in addition to the single U tuple. The U tuple is then easily
interpreted to denote a cover story with respect to the S tuple. Instances 5, 6, 7 and 8 are in violation
of Pl-tuple-class because they all have two or more tuples with tuple class S which have the same
apparent key and key class (i.e., <Enterprise, U>).

Polyinstantiation integrity (or PI) and PI-tuple-class are independent properties. Instances 5, 6,
7 and 8 of figure 9 illustrate relation instances which satisfy PI but not PI-tuple-class. The instance
of SODg given in figure 10 shows how Pl-tuple-class can be satisfied while PI is violated.

We regard properties 3 and 4 as the formal definition of the informal notion of 4; as the user-
" specified apparent primary key. Note that for single level relations C; and C; will be equal to
the same constant value in all tuples. In this case property 3 amounts to saying A; — A;, which
is precisely the definition of primary key in standard relational theory. Similarly, property 4 also
reduces to A; — A; for single-level relations.

3 SEMANTICS OF POLYINSTANTIATION

In the previous section we have given a formal model (albeit without referential integrity) for multi-
level relations with element-level labeling. In this section we consider the semantic interpretation of
polyinstantiation in these relations. The essential points can be illustrated in context of the instance
of figure 11. This instance is permitted by the integrity properties of section 2. It exhibits two dis-
tinct forms of polyinstantiation which we call entity polyinstantiation and element polyinstantiation.

Entity polyinstantiation arises when there are two tuples with the same value of the apparent
primary key, but with different values of the key class. This is illustrated in figure 11 where the
third tuple has the same apparent key value (i.e., Enterprise) as the first (or second) tuple, but the
key class in the third tuple (i.e., S) is different from the key class in the first (or second) tuple (i.e.,
U). The interpretation is that in this case there are two Starships, the < Enterprise, U > and the
< Enterprise,S >. In other words the two S-tuples pertain to two distinct real world entities. In
contrast, the top two tuples in figure 11 refer to the same starship < Enterprise, U >; the S-tuple
gives the classified values for the Objective and Destination attributes, whereas the U-tuple gives
the unclassified cover story for both attributes. The S-tuple for < Enterprise,S > pertains to a

6 The formulation of this property in [19] disclosed some problems with this intuitive idea, which have been carefully
avoided in the present paper. We also note that the behavior of multilevel relations in LDV [10] essentially requires
this property, although the precise formalization and detailed semantics are somewhat different.
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| Starship | Objective | Destination | TC |
{ Enterprise U | Exploration U | Talos U | U |
Figure 8: An instance SODy
| No. |  Starship | Objective | Destination | TC |
[ 1 [ Enterprise U [ Exploration U [ Talos U | U |
2 Enterprise U | Exploration U | Talos U U
Enterprise U | Spying S| Talos U S
3 Enterprise U | Exploration U | Talos U U
Enterprise U | Exploration U | Rigel S S
4 Enterprise U | Exploration U | Talos U U
Enterprise U | Spying S | Rigel S S
5 Enterprise U | Exploration U | Talos U U
Enterprise U | Exploration U | Rigel S S
Enterprise U | Spying S| Rigel S S
6 Enterprise U | Exploration U | Talos U U
Enterprise U | Spying S| Tales U S
Enterprise U | Spying S | Rigel S S
7 Enterprise U | Exploration U | Talos U U
Enterprise U | Spying S| Tales U S
Enterprise U | Exploration U | Rigel S S
8 Enterprise U | Exploration U | Talos U U
Enterprise U | Spying S | Talos U S
Enterprise U | Exploration U | Rigel S S
Enterprise U | Spying S | Rigel S S

Figure 9: Eight instances of SODg

I

Starship

Objective

| Destination | TC |

Enterprise U
Enterprise U

Exploration U
Spying U

Talos
Rigel

U
S

U
S

Figure 10: An instance of SODg satisfying PI-tuple-class but not PI

|

Starship

|

I Destination.| TC I

Enterprise U
Enterprise U
Enterprise S

Objective
Exploration U
Spying S
Attack S

Talos
Rigel
Sirius

U
S
S

U
S
S

Figure 11: Entity and Element Polyinstantiation
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| Starship | Objective | Destination | TC |

Enterprise U | null U | null U U
Enterprise U | Spying S | Rigel S S

Figure 12: An S instance of SOD

| Starship | Objective | Destination | TC |
| Enterprise U Jnull U [nul U [ U |

Figure 13: The U view of figure 12

[ Starship | Objective | Destination | TC |
| Enterprise U | Spying S| Rigel S [ S |

Figure 14: Another S instance of SOD

| Starship [ Objective | Destination | TC |
| | | [ ]

Figure 15: The U view of figure 14

completely different Starship whose existence is not known at the unclassified level. In short, entity
polyinstantiation is interpreted by asserting that a real-world entity is identified in the database by
the apparent key and key class.

Element polyinstantiation, on the other hand, arises when there are two tuples with the same
value of the apparent primary key, and with the same value of the key class. This is illustrated in
figure 11 by the first two tuples. The interpretation, in this case, is that both tuples refer to the
same Starship in the real world, viz., the < Enterprise, U>. The U-tuple gives the unclassified values
for the Objective and Destination attributes, whereas the S-tuple gives the classified values for these
attributes. In short, element polyinstantiation is interpreted by asserting that the same real-world
entity has different values for its attributes at different access classes.

Figures 12 through 15 further illustrate a subtle aspect of the inter-instance property, briefly
alluded to in the previous section. Figure 12 shows element polyinstantiation for a single Starship
called Enterprise, whose key class is U. Even though the values of the Objective and Destination
attributes in the U tuple are null, we will consider this to be element polyinstantiation because
non-null values have been given in the S tuple. The corresponding U instance is shown in figure 13.
Now consider the S instance of SOD shown in figure 14. This instance is allowed by the integrity
properties of the previous section. The corresponding U instance is shown in figure 15. Note that
even though the S tuple of figure 14 has a component labeled U, the U instance is completely empty.

What interpretation are we to give to the fact that the Starship name is labeled U in figure 14?7
We will understand such a situation to mean that the Enterprise may become visible at the U level,
even though currently it is not. The implication is that if a U tuple for the < Enterprise, U> does
come about in SOD, it is going to refer to exactly the same real-world starship that the existing S
tuple refers to.

We will see, in section 5, that this interpretation turns out—rather unexpectedly—to be impor-
tant for certain aspects of referential integrity. It should be kept in mind that, if the semantics of
the application dictate that the instance of figure 14 is not allowed we can prevent its occurrence
by the usual integrity constraints in relational systems. The point is that our data model does not
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inherently rule out this instance, as is done by previous data models [6, 11, 12, 13, 15, 16, 17, 19, 20]
in this area.

4 PRIOR WORK ON REFERENTIAL INTEGRITY

In this section we review previous work on referential integrity and point out its weaknesses. The
notion of a foreign key relates two relations: a referencing relation, say R, and a referenced relation,
say Q. A foreign key FK of R is declared to be one or more attributes of R which collectively
reference the primary key PK of Q. The number of attributes in FK and PK, as well as their
domains (such as number or character string), must be identical for a valid declaration of a foreign
key.

The first requirement for foreign keys is as follows.

Property 5 [Foreign Key Integrity] Let FK be a foreign key of the referencing relation R. A
multilevel relation R satisfies foreign key integrity if and only if for all instances R, and ¢t € R,

1. Either (VA; € FK)[t[A;] = null] or (VA; € FK)[t[A;] # null].
2. A;, A; € FK = t[C;] = {[C] (i.e., FK is uniformly classified). u]

The first part of this property arises from standard relations. The motivations for the second part
of this property are similar to those for the uniform classification of apparent primary keys in the
entity integrity property.

The foreign key property by itself is not sufficient. In standard relations, the referential integrity
property precludes the possibility of dangling references from R to Q. In other words a non-null
foreign key must have a matching tuple in the referenced relation. To avoid signaling channels that
arise due to upward (or sideways) references, SeaView originally proposed the following formulatlon
of referential integrity for multilevel relations [6]. ‘

Property 6 [Referential Integrity (SeaView I)] Let FK be a foreign key of the referencing’
relation R. Let Q be the referenced relation, with apparent primary key AK. R and Q satisfy
referential integrity if and only if for all instances R. and Q. occurring together, and for all ¢ € R,
such that t{FK] # null, there exists ¢ € Q. such that t{FK] = ¢[FK] At[Crk] > q[Cuxk]. a

Unfortunately, the above formulation results in referential ambiguity. The problem of referential
ambiguity was first noted by Gajnak [9]. It is illustrated in figures 16(a), where SOD is as before, -
and CAPTAIN is the apparent primary key of the CS relation. In this example SHIP is a foreign
key from CS to SOD. In the CS relation, at the U level Kirk has not been assigned to any starship,
while at the S level Kirk’s assignment is to the Enterprise. However, due to entity polyinstantiation,
there are two starships called Enterprise in SOD. It is therefore ambiguous as to which one Kirk is
assigned to (or perhaps he is captain of both).

Gajnak’s observations led SeaView researchers to modify the above referential integrify property
to require equality of the key classifications [16, 17], as follows.

Property 7 [Referential Integrity (SeaView II)] Let FK be a foreign key of the referencing
relation R. Let Q be the referenced relation, with apparent primary key AK. R and Q satisfy
referential integrity if and only if for all instances R, and Q. occurring together, and for all ¢ € R,
such that ¢{FK] # null, there exists g € Q. such that ¢{{FK] = q[FK] At[Crk] = q[Caxk] .0

This formulation takes care of referential ambiguity, but has the unfortunate'cdnéeQuencé of
curtailing the modeling power of multilevel relations. For example, the instance of figure 16(b) is
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[ SHIP | OBJ { DEST |[TC|
Enterprise U | Exploration U | Talos U | U
Enterprise S | Spying S |Rigel S| S
{ CAPTAIN | SHIP | TC |
Kitk U | null Ul U
Kitrk U | Enterprise S | S
(a)
[ SHIP | OBJ | DEST | TC | ;
Enterprise U | Exploration U | Taloes U | U
Enterprise U | Spying - S| Rigel S| S
[CAPTAIN| __SHIP | 1C |
Kitk U | null U| U
Kitk U | Enterprise S| S

Figurev 16: Foreign key reférences from CS to SOD

not valid anymore. However, there is nothing semantmally incorrect with these rela.tlons We are
simply trying to keep the assignment of Kirk to the Enterprise secret, whereas the existence of the ~
Enterprise is unclassified. If we store information about starships and about assignment of ca.ptams
in two different relations, the SeaView II rule will allow us to keep the assignment of Kirk secret only
if it is to a secret starship. We cannot classify the assignment of Kirk to an unclassified starship!

5 PROPOSED SEMANTICS OF REFERENTIAL INTEGRITY

Prior work on'referential integrity in multilevel relations leaves us in an impasse. We either have:ref-
erential ambiguity or substantialloss of modeling power. Since neither of these is.a viable a.lternatlve,»; .
we must find some means of getting around this impasse.

The problem of referential ambiguity arises due to eniity polyinstantiation. Therefore our pro-:-
posal is to retain the original SeaView referential integrity property (i.e., property 6) which allows -
downward references,” and disallow entity polyinstantiation. Let us see how entity polyinstantiation
can be securely prevented.® We distinguish two kinds of relations for this purpose, as follows.

3

e Atomic Relations: In these relations the 'appa‘,Ar\‘e'nt primary key AK does not contain a foreign.
key as a proper subset of the attributes of AK.

e Composite Relations: In these relations the Spﬁarent primary key AK does contain a foreign-
key as a proper subset of the attributes of AK. -

These two cases are respectively discussed in the following two subsections.

7We will see later in this section that _property 6 needs to be slightly modificd to work correctly.
8Note that element polyinstantiation can also be securely prevented using the technique of [20]. Our proposal u to
eliminate entity polyinstantiation as part of the data model, but keep element polyinstantiation as a possible option.’
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5.1 Prevention of Entity Polyinstantiation in Atomic Relations

The basic technique for preventing entity polyinstantiation in atomic relations is to partition the
domain of the primary key among the various security classes possible for the primary key [14].°
For our SOD example, we can introduce a new attribute, called Starship#. Whenever a new tuple
is inserted, we enforce the requirement that all unclassified Starships are numbered between 1 and
1,000, all confidential Starships are numbered between 1,001 and 2,000, and so on.

In a SQL-like data definition language, the modified SOD schema could be created as follows:

CREATE TABLE SOD
( Starship# SMALL INTEGER NOT NULL [U:TS]
Starship CHAR(15) NOT NULL [U:TS]
Objective CHAR(15) {U, TS},
Destination CHAR(20) [U:TSs],
Primary Key (Starship# ),
CHECK (Subject Access class = ’U’ AND Starship# BETWEEN 1 AND 1000),
CHECK (Subject Access class = ’C’ AND Starship# BETWEEN 1001 AND 2000),
CHECK (Subject Access class = ’S’ AND Starship# BETWEEN 2001 AND 3000),
CHECK (Subject Access class = TS’ AND Starship# BETWEEN 3001 AND 4000) );

The notation [L:H] specifies a range of security classes with lower bound L and upper bound
H. The notation {X,Y,Z} enumerates the allowed values for the security class as one of X, Y or Z.
Here, the domain of the security class of the apparent primary key Starship# has been specified as
a range with a lower bound of U and an upper bound of TS. However, the domain of the Starship#
has been partitioned across these security classes.

It should be noted that confidentiality does not depend on correct partitioning of the key space
by the integrity enforcement mechanism of the Database Management System (DBMS). If this
mechanism fails, or is deliberately malicious due to Trojan Horse infection, the integrity properties
will fail but there will be no leakage of information. To fully substantiate this statement, we would
need to give a kernelized implementation of the DBMS, i.e., an implementation which does not
use subjects exempted from the mandatory controls of the underlying multilevel secure operating
system. Description of such an implementation is outside the scope of this paper.

5.2 Prevention of Entity Polyinstantiation in Composite Relations

Consider the relations shown in figure 17. SOD is the familiar relation, with apparent primary key
SHIP. Let CAPTAIN be the apparent primary key of the relation CR. Now consider the relation
CSH, some of whose instances are illustrated in figure 18. The apparent primary key of CSH consists
of the attributes CAPTAIN and SHIP. By the entity integrity property (property 1) both attributes
must be uniformly classified. Hence only one classification is shown for these two attributes. Suppose
CAPTAIN is a foreign key from CSH to CR, and SHIP is a foreign key from CSH to SOD. For the
rest of this discussion, assume that SOD and CR are as shown in figure 17.

A valid instance of CSH is shown in figure 18(a). The top two tuples in figure 18(a) correspond
to the same entity, viz., < Kirk, Enterprise, U >, and indicate the occurrence of element polyinstan-
tiation. The interpretation is that Kirk is assigned to the Enterprise for 15 hours at the U level,
and for 10 hours at the S level. The bottom three tuples of figure 18(a) correspond to three distinct
entities, all of which are secret. These three entities represent the assignment of Kirk to Voyager,
and the assignments of Spock to the Enterprise and to the Voyager. These entities are labeled S

9This is analogous to the manner in which static resource allocation across security classes eliminates covert
channels which arise due to dynamic resource allocation in multilevel Operating Systems.
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[ SHIP | OB]J [ DEST ] TC |

Enterprise U | Exploration U | Talos U | U
Voyager S | Spying S| Rigel S| S

[CAPTAIN| RANK | 1C]

Kirk UjAdmiral U | U
Spock S | General S S

Figure 17: Relations SOD and CR

{ CAPTAIN SHIP | HOURS/WEEK | TC |
Kirk Enterprise U | 15 U U
Kirk Enterprise U | 10 S S
Kirk Voyager S 130 S S
Spock Enterprise S | 20 S S
Spock Voyager S}|15 S S

(a)
| CAPTAIN SHIP | HOURS/WEEK | TC |
[ Kirk Enterprise U | 10 S [ S |
(b)

| CAPTAIN SHIP | HOURS/WEEK | TC |
Kirk Enterprise U | 15 U U
Kirk Enterprise U | 10 S S

(c)
| CAPTAIN SHIP | HOURS/WEEK | TC |
[ Kirk Enterprise S | 10 S IHER
(d)

| CAPTAIN SHIP | HOURS/WEEK | TC |
Kirk Enterprise U | 15 U U
Kirk Enterprise S | 10 S S

(e)

Figure 18: Foreign key references from CSH to SOD and CR
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because each one of them references a secret entity in SOD or CR or both. Since only downward-
references are allowed, by property 7 these foreign keys must be labeled S.

Figures 18(b) and (c) illustrate the phenomenon of entities which are not currently visible at a
lower level, but may become visible in the future. This situation was encountered in context of the
inter-instance property in section 2, and was also discussed in the latter part of section 3. We now
see that this phenomenon is useful in relations which relate existing entities. The single S tuple
in figure 18(b) assigns Kirk to the Enterprise with a secret load of 10 hours/week. It is possible
that later Kirk is assigned to the Enterprise with a unclassified load of 15 hours/week, as shown in
figure 18(c). Note that in going from figure 18(b) to (c), from a S subject’s point of view, we are
not instantiating another entity but merely making an unclassified entity visible at the unclassified
level. From a U subject’s point of view, we are instantiating another entity at the U level, but this
entity may or may not have previously instantiated at a higher level.

Figures 18(d) and (e) illustrate the incorrect approach to handling the situation of figures 18(b)
and (c). In this case the S tuple in figure 18(d) is for the entity <Kirk, Enterprise,S>. This opens
up the possibility of entity polyinstantiation as shown in figure 18(e). References from some other
relation to < Kirk, Enterprise > in CSH will therefore be ambiguous. In such cases we must make
sure that we do not over classify the apparent primary key of CSH.

5.3 Referential Integrity Property

Based on our discussion we recommend going back to the original formulation of the SeaView
referential integrity property (i.e., property 6). We need to change this property slightly to avoid
references to entities that are potentially visible .at level ¢, but are currently only instantiated at
levels above ¢. This requires the additional condxtlon, t[Crk] > q[TC], relative to property 6, giving
us the following definition.

Property 8 [Referential Integrity] Let FK be a foreign key of the referencing relation R. Let
Q be the referenced relation, with apparent primary key AK. R and Q satisfy referential integrity if
and only if for all instances R, and Q. occurring together, and for all ¢ € R, such that t{F K] # null,
there exists ¢ € Q. such that t{{FK)] = ¢[FK] A t[Crk] > q[Cax] At[CFrk] > ¢[TC]. O

With this definition, and with elimination of entity polyinstantié.tion, we will have eliminated refer-
ential ambiguity while retaining the expressive power to allow classification of relationships among
unclassified entities. Elimination of entity polyinstantiation can be formally expressed as follows.

Property 9 [No Entity Polyinstantiation] A multilevel relation R is said to satxsfy the “no
entity polyinstantiation” property if and only if for every R, we have 4; — Cj. a

6 CONCLUSION

In this paper we have shown that previous work on referential integrity leaves us with a choice
of either accepting referential ambiguity or severely curtailing the modeling power of multilevel
relations. We have shown how to escape this impasse by eliminating entity polyinstantiation, while
retaining element polyinstantiation (as an option).

In future work, one should define a formal update semantics for relations which satisfy the
core integrity properties of section 2, and the referential integrity and “no entity polyinstantiation”
properties of section 5. Completeness and soundness of the semantics should be proved. It is also .
important to develop correct decomposition and recovery algorithms for a kernelized architecture
(i-e., an architecture in which no subject is exempted from the simple-security or star-properties)
which give these semantics.
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Abstract

During the past few years research in multilevel secure database systems has received a great
deal of attention. While transaction management and query processing in these systems have
become the crux of the research, no significant work has been done in the area of query
acceleration. In this paper, we describe a fast, space-efficient, and secure technique for
accelerating queries that take place among the various base relations in a kernelized
multilevel secure database system. Our model follows the SeaView model which uses element
level classification of data. Our approach achieves a significant performance improvement
when the multilevel query involves selection on one or more attributes of the multilevel
relations. This is a common case for large relations. Moreover, this method generates no
spurious tuples during the process, which has been a concern in the SeaView model as
pointed out by several researchers in the past.

1, Introduction

As the number of database users and the size of databases increase, the security of the databases becomes
more and more important. Although existing database systems provide some form of data security, so-
called discretionary access controls, they do so by controlling modes of access privileges of users to data.
But these do not provide adequate mechanisms for preventing unauthorized disclosure of information,
The systems, for example, used in the Department of Defense contain data having different access classes
and users with different clearance levels. These kind of systems require the enforcement of mandatory (or
nondiscretionary) access control mechanisms [4] so that classified data can be available to cleared users
only. Besides, in order to guarantee complete security, the system must protect sensitive information from
disclosure through indirect means, such as covert signalling channels [10]. Covert channels are
communication channels that allow malicious subjects to transfer information to low users.

The Air Force Summer Study of 1982 [1] proposed various designs for Multilevel Secure Relational
Database Management Systems (MLS/RDBMS). Among these, the three most interesting architectures
are 1) the Distributed/Replicated architecture, 2) the Kernelized architecture, and 3) the Integrity Lock
architecture. The first architecture uses a separate DBMS to manage data at or below each security level;
a database at a security class contains all information at its class and below, and therefore, lower level data
are replicated in all databases containing higher level data. In this architecture, all reads are local whereas
all writes except for data at system-high must be propagated to higher containers.

In the second architecture, the multilevel database is partitioned into single-level databases which are then
stored separately. In this case all writes are local but all reads that involve lower level data must read
across containers. This makes query acceleration an important factor in the kernelized architecture, which
is the subject of our research in this paper. The third architecture is based on the integrity lock
technology, and is also called the spray paint DBMS architecture in which data are separated purely by
software means. In the rest of this paper we assume kernelized architecture unless otherwise mentioned.

The SeaView model [12], developed as a joint effort by SRI International and Gemini Computers, is a
research prototype based on the Kernelized approach that uses element level classification of data. In this
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model the multilevel relations are partitioned into single-level base relations that are stored separately. As
pointed out by several researchers, the above approach results in poor performance because of the fact that
multilevel query involves taking repeated joins of base relations, which is expensive. Also the
materialization algorithm used by SeaView to recover multilevel relations gives rise to spurious tuples
when elements have been polyinstantiated.! In this work we propose a method that will reduce the
query response time and eliminate the generation of spurious tuples.

The rest of this paper is organized as follows. Section 2 gives an overview of the security model. The
SeaView model and its decomposition and recovery algorithms are discussed in section 3. Our algorithm
is presented in section 4. Section 5 gives the performance analysis of our method when compared to a -
join without any acceleration.

2. The Security Model

One widely accepted model for enforcing mandatory security policies was developed by Bell and
LaPadula. It is known as the Bell-Lapadula model [2]. The model is defined in terms of subjects and
objects. A subject represents an active entity in the system (e.g., a process), whereas an object represents
passive data (e.g., a relation, a record, a field etc.). Every object has a security classification, or access
class, which consists of a hierarchical sensitivity level (e.g., TOP-SECRET, SECRET, CONFIDENTIAL,
UNCLASSIFIED etc.) and a set of nonhierarchical categories (e.g., FAR EAST, NEAR EAST). Every
subject has a clearance level. In order for a subject to be granted access to an object, the Bell-LaPadula
model imposes the following restrictions:

The Simple Security Property: A subject can be given a read access to an object only if the subject’s
clearance level dominates the object’s classification level.

The s-Property: A subject can be given a write access to an object only if the subject’s access set’s
sensitivity level is dominated by the object’s classification level.

The above two properties ensure that the information will only flow monotonically upward, never
downward. But in spite of these restrictions, a system may not be fully secure unless it guards against
covert signalling channels. Covert channels provide indirect means by which a malicious subject can
signal information to a low level subject. For example, a high subject using a read or write lock on a data
item at his own level can signal bits of information (e.g., locked = 1, and unlocked = 0) over a period of
time to a low subject who also wants to write the same data item.

Besides these, to meet the DoD requirements [13], it must be possible to demonstrate the trustworthiness
of the DBMS. To do so the concept of a trusted computing base (TCB) was developed. All security-
critical functions are segregated from the rest of the system and kept in the TCB. The TCB must mediate
each reference to an object by a subject, allowing or denying the access. It must be tamperproof; it can
not be bypassed; and it must be small and simple enough to be verified correct and secure, with respect to
the policies it enforces.

3. Multilevel Relations in the SeaView Model

- The SeaView model implements a multilevel relation as a view over a set of single-level base relations. A
multilevel relation, R, is represented by the schema R(A1,Cy.....,A,Cp), where C; is the classification of

the attribute A;. The domain of C; is the range of classifications for data that can be associated with
attribute A; and the domain range(A;) = [L;,H;] which is the sublattice of the lattice of access classes. The

1Polyinst:ml.iaxion means, there exist multiple tuples at different security levels with the same primary key value.
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decomposition formula for automatically decomposing a multilevel relation into single level base relations
and the recovery algorithm for materializing the multilevel relation from its base relations have been given
in [5] and a modified version is given in [11].

The decomposition formula generates single-level base relations as follows: Let A be the apparent
primary key? of the multilevel relation. For each class, x, in [L{,H{] one Primary Key Relation,
R},x(Ay) is created, and for every non-primary key attribute, A;, an Attribute Relation, R; x v(A1,A) is
created, for each class x,y such that x € [L1,H;], y € [Lj,Hjl, and x<y. Figure 1 illustrates a multilevel

relation MISSILE and the corresponding single-level base relations constructed using SeaView’s
decomposition method are given in Figure 2. TC represents the Tuple Class of the record, which is the
least upper bound of the attribute classifications in the tuple.

MISSILE| bname range speed | TC
MT1 U|350U|750 C!| C
NTS U450 U| 750 U | U
NT5 U | 480 C (1000 C| C
DNT U| 400 U| 750 U| U
DNTU|[450 C| 750 U]| C
KR1 U|500 U| 80 U| U MIS | name | range | speed | TC
FD7 C| 450 C |90 C| C NT5 U} 450U | 1000C | C
KR1 C| 400 C|mll C| C NT5 U | 480 C 7500} C
Figure 1: A Multilevel Relation MISSILE Figure 3: Spurious Tuples in recovering
MISSILE relation
MISSILEname,u name MISSEErange,u,u name| range MISSILESpeéd,u,u name | speed
MT1 MT1 | 350 NT5 | 750
NT5 ‘ KR1 | 500 DNT | 750
DNT NTS | 450 KR1 | 800
KR1 DNT | 400
WSSH‘Erange,u,c name| range MISSILEspeed,u,c name| speed
DNT | 450 NTS5 | 1000
NTS | 480 MT1| 750
MISSILEname,c name MISSILErange,c,c name | range MISSILEspeed,c,c name | speed
FD7 FD7 | 450 FD7 | 900
KR1 KR1| 400

Figure 2: The base relations for MISSILE relation

The recovery of a multilevel relation from single-level base relations is as follows: First, for each primary
key class, x, and for each non-primary key attribute, A;, a relation, P; y,is computed as the union over all

multilevel relations, Rj x y» where x <y. Each tuple in Pj y is of the form (aj, X, a;, y). Let Py x represent
the derived relation (derived from Ry x) as (A],C1=x). Denoting P; as union of all P; c where ¢ €
[L;,H;], the multilevel relation R is obtained by taking the right outer join of the relations Pj, for i = 1...n,
where the joining attributes are A1, Cj.

2The full primary key consists of the apparent key, its classification, and all classifications for all remaining attributes.
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However, as noted above, the SeaView recovery process is not fast enough and it also gives rise to

spurious tuples ([8], [9]). Figure 3 shows the spurious tuples generated during the recovery of the

MISSILE relation from its base relations. The reason for generation of spurious tuples is as follows:

Since some elements of a particular tuple might have been polyinstantiated by users at different higher

access classes, different non-key values with the same primary key value appear in different attribute
relations. Hence the recovery process creates tuples with all possible matches thus resulting in spurious

tuples. Although the user relies on the information that is at the highest visible level, still it is not a time
efficient process to find out and suppress the unwanted records. Again, if the multilevel query involves

selections either on the attribute values or on classifications, it is required that all the tuples of the
participating relations must be read. This results in the increased query response time. The algorithm we

propose here can eliminate these problems.

4. Query Acceleration in Multilevel Relations Using DVA

The Domain Vector Accelerator (DVA) concept developed by Perrizo et al. [14], is a space and time
efficient method for accelerating joins between relations in traditional Relational Database Systems. The
acceleration of queries using this technique results from the speed of operation on bit vectors and
complete reduction of page reads from the disk. In this paper we have tailored the DVA data structures,
which we present in the following subsection, to fit in the multilevel relational DBMS situation. Section
4.2 presents the algorithm.

4.1. The Data Structures

In our method, for each base relation, a bit vector, called a Domain Vector (DV) needs to be maintained.
A DV helps in determining the presence or absence of a value in a relation’s joining attribute (i.e., the
primary key attribute, in this situation, for each base relation) by the presence or absence of a 1-bit in the
corresponding position in the vector. The correspondence between a value and its position in the DV
(denoted by value identifier or vid), at each level, is provided by a Domain Value Table (DVT) at that
level. However, in all implementations known to the authors, either Relative Record Numbers (RRNs) or
Record Identifiers (RIDs) are used for accessing the records in each relation. Hence, a separate DVT
would not be necessary since the primary key relation and the RRNs (or RIDs) of its tuples would provide
the mapping.

There is one other data structure that needs to be maintained along with the domain vectors: Domain
Value Index (DVI), one for the primary key attribute of each base relation, to provide the mapping
between a vid and the address of the tuple containing the corresponding domain value. If the relations are
indexed on the primary key attributes then these indices could be used as DVIs instead of maintaining

separate structures. The DVs and the DVIs for the base relations given in Figure 2 are shown in Figure
4.1 and 4.2 respectively.

4.2, The Algorithm

The algorithm we present here, accelerates the queries by completely reducing the number of pages that
must be read from different base relations. However, it shows significant improvement in performance
when queries in multilevel databases involve selections on one or more attributes. To start with, let us
assume [a,b] as a sublattice of the security lattice, that needs to be accessed by a user to answer the query,
where the system low level < a< b < the level of the user. When the user does not explicitly specify the
values of a and b, then a = the system low level, and b = the user’s level are assumed. As an alternative,
these values could also be a = b = the level of the user, as considered in Smith-Winslett Model [16]. For
the rest of the paper we deal with levels that are in the interval [a,b] only.

Before performing the outer join as required by the SeaView model to answer a multilevel query, a Query
Vector is constructed for every level, x, and is denoted by QV. The number of bits in QVy is the same as
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the number of entries in the primary key relation at level x. A bit is set to 1 in QV at position i, if the

corresponding key value at relative record number i in the key relation participates in the query. If the
query does not involve any selection at level x, the QV, would be entirely 1-bits. Otherwise, the base

relations having the participating attributes are read at each level x and the selected vid positions in QVy

are set to ones. If there is more than one attribute involved in the selection criteria then the smallest
participating base relation is read, the selected vids are dropped in the index of the next smallest
participating base relation to avoid reading non-participating pages, and then the selection criteria is
applied to further reduce the number of vids. By continuing this process for all participating base
relations, a fully reduced list is obtained and the query vector is built.

DV.MISSlLl'inmm,"u =1111 DV'MISSH‘Erange,u,u =1111 DV.MISSILESp ced,uu = 0111
DV'MISSH‘Erange,u,c =0110 DV'MISSH‘Espeed,u,c =1100
DVMISSILE . . =11 DV'MISS]LErange,c,c =11 DV'MISSH‘Espeed,c,c =10
Figure 4.1: The DVs for the base relations
MISSILE ) e u MISSILEmng(,“u,u TSSIE
vid rec# vid rec# Speedyu7u
1 1 1 1 vid rec#
2 2 2 3 2 1
3 3 3 4 3 2
4 4 4 2 4 3
MISSILE | ge,u,c MISSH‘Espee duc MISSILE )5 e ¢ MISSILErange,c,c SSILE
vid rect vid rect vid rech vid reck speed,c,c
2 1 ) , 1 1 1 1 vid | rect#
3 1 2 1 2 | 2 2 2 1 [ 1

Figure 4.2 : The DVIs for the base relations

Since some of the polyinstantiated elements create spurious tuples during the outer join process, they need
to be processed in a different manner. The attribute relations that are investigated for this purpose are the
ones having the attributes required for the output of the query result only. For each primary key attribute
set at level x, a Polyinstantiated Domain Vector, PDVx,y, is created in the following way for each level

y suchthatx<y.

1) Let PDV’ . x,y be the vector obtained by logically ORing the domain vectors: DV.R Aixz for all z,

where x £z <y and A; is the attribute required in the output.
2) Next PDVAi X,y is constructed by ANDing each PDV’ Ajxy with the corresponding DV.R A,y

The positions of 1-bits in this vector denote the positions of those vids at level x, that have at least one
polyinstantiated element for the particular attribute A; up to level y.

3) PDV,(,y is constructed by ORing all PDV AixyS which represents the vids having polyinstantiated

elements in their records that is visible to users up to level y.

Next, for each level, x, the vids that do not participate in the query and/or do not have any polyinstantiated
elements visible up to level y are filtered out. The vector that represents such information is obtained by
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logically ANDing QV with PDVy y, and is denoted by PQVy y. Note that QVy represents the key

values at level x that participate in the query irrespective of whether or not their corresponding records
have any polyinstantiated elements.

Before carrying on any build or probe phase of joins, a table, called Select Omit Table (denoted by SOTy
at each primary key level x) is built. The number of columns in each SOT is the same as the number of
attributes needed in the output and the number of rows is the exact number of records that would appear in
the output. Each element in such a table at level, x, consists of two components, the first one gives the
address of a tuple and the second one represents the attribute classification y of the base relation, R A Xy

where the tuple appears.

To construct SOTy, QV is taken first and scanned through to find the position of one-bits in it. The

position of such a bit indicates that the corresponding key position would appear in the result. To find out
the record number of such a key value in attribute relation A; that is required in the output, the

corresponding position in the domain vector, DV.RA, xx is searched. If the bit is one, then the vid is
dropped in the DVI of R A, x,x to get the record position and the (record address, x) pair is entered in
SOTy under the column A;. Otherwise, DV.RA, x,z» Where z is the next higher level of x in the security

lattice, is checked. The search continues up to level b. If a 1-bit is detected, the corresponding index is
checked and the (record address, z) pair is entered in SOT under A;j column. Next PQVy y is scanned

for the presence of 1 bits. But this time the search starts from the DV of base relation R AjXy and, if not

found, continues downward in the security lattice until the DV of R Aj XX is searched.

After constructing SOTy, for a given x, the element values in each column are sorted in ascending order.
This helps minimize the number of page reads from the disk [14]. Then the records are retrieved from the

base relations in the following way. If the element (n,z) appears under the column A;, the record with
address n is retrieved from the relation RAi x,z and then the build and probe phases of the join are

performed. Although our algorithm is independent of any particular join techniques, previous research [7]
has shown that using hash join, DV accelerator outperforms all other existing algorithms. For DVH
(Domain Vector Hash) method the reader is referred to [7]. Next we present the algorithm formally:

1. For each level x in [a,b] and for y 2 x, do the following:
2. For each Aj that participates in selection, read R Aj,x,y and construct QV, .
3. For each A required in output do:
3.1 Construct PDV’ Ajxy by ORing DV-RAi,x,x with DV.R AiX,z foreachz <y.
i 3.2 Create PDV Ajx,y by ANDing PDV’ Ajx,y with DV.R AjX.y
' 4. Create PDVy y by ORing all PDV A X,y

5. Construct PQVy v by ANDing QVy with PDVy 4.
6. Scan QVy and for the presence of every 1-bit at position k do the following.
6.1 For each A required in output, set z = x and do the following: -

6.1.1 Check kth position in DV.R AiX,ze If it is also one, drop the corresponding vid in DVI of

RAi,x,z and get the record address. Insert the (record address, z) pair in Aj column of SOTy

and go to step 6.1. If the kth position in DV-RAi,x,z is zero, and z < y, set z to next higher

58



level and continue with step 6.1.1. If z=y, go to step 6.1.
7. Scan PQVX’y and for the presence of every 1-bit at position k do the following.

7.1 For each Aj required in output, set z = y and do the following:
7.1.1 Check kth position in DVRA; x,z- If it is also one, drop the corresponding vid in DVI of
RA;x,z and get the record address. Insert the (record address, z) pair in A; column of SOTy

and go to step 7.1. If the kth position in DV.R Ajx.z is zero, and z > x, set z to next lower
level and continue with step 7.1.1. If z = x, go to step 7.1.

8. Sort every column of SOTY, in ascending order.

9. For every element (n,z) under column A; of SOTy bring nth record from relation R A, x,z to memory,

find the match and concatenate the attribute value.
10. If a record is complete, write the record to output buffer.
11. Flush the output buffer when full.

Here we consider a query, in the MISSILE relation, by a user having clearance up to C level:
SELECT * FROM MISSILE WHERE range > 400

Since the user does not specify the classes from which the answer shouid be retrieved, by default, we
consider all the classes visible to the user, as mentioned before. As per the algorithm, the base relations

MISSILErange,u,w MISSILErange,u,c’ and MISSILErange,c,c are read and the selection criteria is

applied to get the selected key values: KR1, NT5, DNT at U level, FD7 and KR1 at C level. Applying
these values to the DVT.MISSILE, and DVT.MISSILE,, respectively the QVs constructed are: QVy =

0111, and QV=11.

Next, PDVy, ¢ is built in the following way.
1) PDV’ yameu,c = DV.MISSILEpg e u .y = 1111
PDV’range,u,c = DV-MISSILEpange y = 1111
PDV’speed,u,c = DV.MISSILEgpeed = 0111
2) PDVpame.u,c = PDV:pame,u,c AND DV.MISSILE; e u ¢ = 0000
PDVyange,u,c = PDV'range,u,c AND DV.MISSILE panoe, s c = 0110
PDVgpeed,u.c = PDV’ speed,u,c AND DV.MISSILE peed ¢ = 0100
3) PDVy,c =PDVname,u,c OR PDVrange,u,c OR PDVgpeed,uc = 0110

This denotes that the records in the multilevel relation MISSILE, with key values at position 2 and 3 in the
MISSILEjamen- i-€.» NT5, and DNT, have some elements polyinstantiated by user(s) at C level.

Then PQVy ¢ is created by ANDing QV,, with PDVy, ¢, which is 0110. Thereupon SOT,; is constructed
which has three columns one for each attribute in the multilevel relation, MISSILE. First QV, is scanned
and it is noted that the second, third and fourth positions in QV,, have 1-bits. After checking the
DV.MISSILEpame u,u it is found that the second bit in it is one. (Of course DV.MISSILE3me y,y need

not be checked since it is the primary key attribute, it would be entirely ones.) Dropping vid 2 in DVI of
MISSILE. pamey the record number obtained is 2 and hence under the name column of SOT,; the element

(2,u) is inserted. Next DV.MISSILEppg¢ y u is checked and a 1-bit is found in second position. So vid 2
is dropped in the index of MISSILE.range y y and 3 is received as the record number. The pair (3,u) is
inserted in the range column of the table. Proceeding in a similar manner, the pair (1,u) is inserted in
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SOT,. This completes the first record of the table. For the other one-bit positions in QVy,, i.e., for vid 3
and 4, the construction of SOT,, is continued in a similar manner. Next PQVy ¢ is scanned and other
records are inserted into SOT,; which is obtained as given in Figure 5.

l MIS | name | range speed

SOT | namel = d NT5 U {450 U | 750 U
u ange| spe DNT U | 400 U | 750 U

2u| 3u | Lu KR1 U {500 U | 800 U

3u| 4u | 2u NT5 U | 480 C | 1000 C

4u! 2u | 3u DNT U 450 C | 750 U

2u| 2¢c | 1c FD7 C | 450 C | 900 C

3u| le | 2u KR1 C[400 C | nul C
Figure 5: The SOTy Figure 6: The Result of the Query

After constructing the select omit table at the u level, the records are brought into memory from the base
relations as described in the algorithm, and then the build and probe phases of hash join are performed.
Upon the completion of processing of each record it is written into the output buffer, and the output buffer
is flushed when full. Next, SOT,, is built and the join process continues. The final result thus obtained by

the algorithm is as shown in Flgure 6.

4.3. Security of the Algorithm
The data structures we maintain in this method are classified according to the associated primary key

relations, and therefore, they do not signal information downward. For example, the DV that represents
the presence or absence of the joining attribute, i.e., the primary key, of each base relation is classified at
the same level of the primary key. And always, in a multilevel relation, the primary key classification is
dominated by the classification of all other attributes in a record. Hence this is true in case of the base
relations. Therefore, a user can see a record if and only if he has access to the key attribute and since the
classification of the key attribute is the same as that of the DV attribute, a subject can access the DV if
and only if the subject’s classification level is higher than or equal to that of the DV level. - Since domain
vectors apply to queries only, we do not have to worry about violating the x-property of the security

model. Again we never allow a subject to retrieve information from a level higher than that of the subject.

S. Performance Analysis

In this section we compare the secondary storage page I/O costs associated in answering a query with two
different techniques: one with the DVA algorithm as join accelerator and one without any join accelerator.
In this paper we ignore the CPU cost etc. since they are negligible when compared to disk page 1/O costs.
Our cost model is similar to the models used in ([3], [6], [15], [17]). The values of different fixed
parameters are shown in Figure 7.

The total number of page accesses needed in order to retrieve two, four, and eight attributes of the

multilevel relation is calculated and presented in the following graphs. These cost figures were calculated
using Yao’s formula [18]

k
Yao(k,m,n)=m-m*iT_]_'1((n-(n/m)-i+ 1)/ (n-i+1))

which gives the number of page accesses needed to get k records randomly distributed in a file of n
reccrds stored in m pages given that a page is accessed at most once. To retrieve records from the base
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relations at different levels, an unaccelerated algorithm accesses the index of each base relation whether
the tuples exist in each of them or not. But the DVA algorithm does not access the index unless a record
exists in the corresponding base relation. The cost of page access associated with reading the index of a
relation having n records in m pages, when k records are retrieved is calculated by Yao(Yao(k,m,n),

m/FO, m), where FO is the average fan out of an index node in a B tree.

Page size =4 KB

Number of tuples in each base relation = 100,000
Number of pages in main memory = 1,000

Size of an attribute = 8 bytes

Size of a value identifier = 4 bytes

Average fan out of an index in B¥ tree = 287
Average page occupancy factor = 0.7

Figure 7: Fixed parameters for the cost model

Graph 1 and Graph 2 show the results when the query retrieves the records from two and three different
security levels respectively. The polyinstantiation rate is taken as 10 percent and the probability that a
record has a null value in the query result (the value may exist at a higher level than accessed) is taken as
0.1. As can be observed, the savings in using the DVA algorithm increases as the number of levels
increases, as the number of categories increases, and also as the number of attributes required for output
increases.  As the selectivity reaches 0.2, the number of pages required to retrieve the records exceeds
the total number of pages in the base relations. The reason for this is that there are many page access to
the indices. In that case, the algorithm could be changed to sort merge join instead of accessing the index
of a relation and hence the total number of pages read will be the same as the total number of pages in the
base relations. However, DVA still outperforms any join method in this case.

Graph 1: Two Classification Levels Accessed Graph 2: Three Classification Levels Accessed

nclusi

In the past few years, database researchers have constantly expressed concern about the performance of
multilevel database management systems based on the kernelized architecture. The principal reason for
the performance degradation is that processing multilevel queries requires taking repeated joins of the
base relations, particularly since joins are among the most expensive database operations. In this paper

61

355077 0 - 93 QL3 - 6



we have developed an algorithm to accelerate joins in multilevel secure database systems which are based
on a model similar to SeaView. This method violates no security policy and also generates no spurious
tuples. Acceleration results from factors such as the speed of operation on bit vectors and the restriction
of I/O to only those tuples that participate in the final result. Since the data structures maintained are also
classified according to the level of information they contain, our algorithm establishes no direct or indirect
downward information flow. As future research, we wish to analyze further possibilities of improving
performance of the Jajodia-Sandhu decomposition algorithms ([8], [9]) and acceleration of queries in the
replicated architecture.
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ABSTRACT In recent years we have witnessed considerable efforts in the research and devel-
opment of object-oriented database management systems. As object-oriented database technology.
matures, the availability of adequate access control mechanisms will be crucial to its commercial
acceptance. In this paper we discuss discretionary access control issues in object-oriented databases.
Our objective is two-fold. One objective is to survey the state of the art in access control concepts
and mechanisms as reported in the relevant literature. To do this, we develop a framework to cate-
gorize access control issues. The categories include subject to object, inter-object, and intra-object
access control. We cover structural and behavioral approaches to access control. Another objective
is to identify several research directions and access control issues that are beyond the scope of exist- :
ing mechanisms. These include authorizations based on separation of duties and multlple approvals,

-~ the incorporation of temporal semantics, and transaction based authorization. :

- Keywords: Object-oriented databases, discretionary access control, integrity, authorization, protec-
tion groups, separation of duties, composite objects

1 INTRODUCTION

In recent years we have witnessed considerable efforts in research and development of object-oriented
databases. The driving force behind these efforts have come from emerging application domains such
as computer-aided design (CAD/CAM), software development, office automation, to name a few.
These domains call for modeling capabilities that are beyond the scope of record-based data models.
The main attraction of the object-oriented paradigm is its ability to model entities with complex ;
structure and behavior.

With the ever-increasing threats to the security of computing systems, the maturing and com-
‘mercial acceptance of object-oriented database technology depends to a large degree on the provision
. of adequate security and integrity mechanisms. In this paper, we survey discretionary access control

issues and mechanisms that have been reported in the current literature, and further identify some
promising research directions. .

- In order to fully exploit the benefits of the object-oriented paradigm, it is important that we
consider the data model impacts of object-orientation on access control mechanisms. In particular,
the data elements and units of access, as well as the different operation types (that need to be
supported by the access control mechamsm) are all heavily influenced by the underlying data
model. At the same time, we must recognize that there are general principles and mechanisms that

“are unaffected by the obJect oriented data model and thus still applicable.. An example of this would

be the idea of grouping users into access control/ protection groups. Thls would offer the obvious

1The work of both authors is partially supported by a grant from the National Security Agency, contract No:
MDA904-92-C-5140. We are grateful to Pete Sell, Howard Stainer, and Mike Ware for their support and encourage-
ment.
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capability of granting (and revoking) privileges to an entire group, thereby eliminating the burden
of providing such privileges individually to every member of the group. The harmonious marriage
of data model dependent and general access control mechanisms is the key to building a flexible and
yet general purpose access control facility for object-oriented databases.

Dittrich [4] has provided a useful taxonomy of object-oriented databases. Structurally object-
oriented database systems provide support for the modeling and manipulation of complex (nested)
object structures. Behaviorally object-oriented database systems model the behavior of real world
entities by allowing the user to define type-specific operators (methods) that make up object in-
terfaces. An object is thus essentially an instance of an abstract data-type. Object state is now
accessible only through these methods. Fully object-oriented systems provide the capability for
modeling both the structure as well as behavior of objects. We will discuss later in the paper, access
control mechanisms that are specific to each category.

The current literature in access control and integrity mechanisms for object-oriented databases
do not elaborate in any detail issues such as separation of duties, authorizations based on multiple
approvals, temporal semantics, to name a few. We identify some promising approaches to address
these issues. v

The rest of this paper is organized as follows. Section 2 discusses the many issues, approaches,
and mechanisms of discretionary access control that have been reported in the literature. Section 3
highlights some research directions, and section 4 concludes the paper.

2 DISCRETIONARY ACCESS CONTROL: ISSUES AND
APPROACHES

In this section we give a brief introduction to the object-oriented paradigm and basic concepts in
access control, followed by a discussion of access control issues and mechanisms for structurally and
behaviorally object-oriented databases.

2.1 Overview of Basic Concepts

In the object-oriented paradigm, the object is a central abstraction that models a real world entity.
Every object encapsulates some state and is further uniquely identified by an object-identifier. The
state of an object is made of the values of its attributes (that describe the real world entity modeled).
In behaviorally object-oriented databases the object state is accessible only through the operations
(methods) supported by its interface(s). Every operation (method) is associated with a method
body that contains some piece of executable code that models the behavior of the corresponding real
world entity. Every object belongs to a type that is determined by its class, and is thus considered
to be an instance of the class. A class is thus akin to an abstract data type definition. Classes
can be organized into class hierarchies enabling the sharing of structure and behavior through the
mechanism of inheritence. A class may inherit from higher classes, but in addition may also contain
locally defined structure and behavior. A class lower in the hierarchy is thus considered to be more
specialized than the higher superclasses.

When an object references a second object and is related to the latter by an IS-PART-OF
relationship, we model the notion that the second object is a part (component) of the first. A
collection of related objects in this manner can be treated logically as a single unit called a composite
object. In the model for composite objects discussed in [9] an individual component may be exclusive
or shared. If a component is declared to be exclusive then it can be a component only in one
composite object, at any given time. If it is shared, it may be a component of several composite
objects.

In addition to composite objects, some systems also support the notion of a versioned ob]ect A
versioned object consists of a hierarchy of objects called a version hierarchy. Objects in the version

64



database [Employee]

class {Student] class [Faculty]
setof-instances [Students]
instance [1]

setof-attr-values [1]

|~

attribute-value [Name] attribute-value [Name]

Figure 1: An authorization object lattice for classes

hierarchy are derived from one another, with the root object (called the generic object/instance)
storing the history of change in the hierarchy.

Historically, the access control problem has been couched within the framework of subjects,
objects, and rights (access types). Within this subject-object paradigm of access control, an object
refers to any entity that holds data (such as files, records, directories). When we discuss access
control in object-oriented databases, we must map this general notion of objects to the narrower
meaning of objects in the object-oriented scuse.

All access control problems eventually seek an answer to a fundamental question typically posed
as follows: Is subject s allowed access of type a on object 07 As given in [14], it is useful to consider
the notion of an authorization as a 3-tuple (s, 0,a), where s € S, the set of subjects, o € O, the set
of objects, and a € A, the set of access/authorization types. An example of an authorization would
be (John, Mydirectory, Read). The answer to any access control request can now be obtained by
utilizing a function f that determines if the corresponding authorization (s, 0, a) is true or false. In
[14], the authors advance the notions of implicit, positive, negative, strong, and weak authorizations.
A brief look at these concepts is useful for later discussion.

Rather than storing the value of the function f explicitly for all possible triplets (s,o,a), the
idea of implicit authorization allows us to deduce some of these values from ones that are stored
(in the authorization base). This may be useful for example, if we want authorization to a class to
imply authorization to all instances of the class. A positive authorization gives permission for access
(f(s,0,a) = true), while a negative authorization models a prohibition (f(s, 0, —a) = true). Finally,
a strong authorization (including implied ones) cannot be overridden, while weak ones can.

A well known access control principle is to organize subjects into access control groups, based
on their roles in an organization [16]. This makes it easier to grant and revoke authorizations to
entire groups of subjects/users at a time. The existing proposals on discretionary access control in
object-oriented databases, have taken advantage of this. In [14] a role lattice is used to define such
groups, and implicit authorizations propagate from the top to the bottom of the lattice.

The approach in [14] also utilizes an authorization object lattice. Thus if we want authorization
on a class to imply authorizations on all instances of the class, we would define authorization objects
class and setof-instances and form a lattice with the latter being lower in the lattice. Implicit
authorizations are now applied on the lattice (see figure 1). As per the convention in {14], we show
in #talics the nodes from which implicit authorizations may flow to a set of authorization objects.

We end this overview section by giving a useful categorization of both structural and behavioral
access control issues in terms of where access is mediated. We distinguish three cases:
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e Subject to Object: Here we are concerned with how a subject (or prlnc1pal) establishes an
initial authorized point of contact with an object.?

e Inter-object: Inter-object access control is concerned with issues such as the visibility and
and propagation of authorizations across object boundaries, as a consequence of an initial
subject to object authorization.

e Intra-object: Here we deal with access control within the internal structure and behavior of
an individual object. These issues are thus irrelevant to other objects in the system.

The above categorization allows us to see which dimension of the overall access control problem is
tackled by individual approaches, and where these approaches are collectively lacking.

2.2 Structure-based access control

In structural approaches to access control, the access/operation types we deal with are typically
read, write, delete, and read-definition. Thus, an access control request poses the basic question:
Is subJect A allowed to read/write/delete object O? Let us see the details on how thls ‘question is
answered.

2.2.1 Subject to object access control

Existing approaches in the literature for subject to object structure-based access control are rather
straightforward [4, 14]. The basic idea is to group subjects into access control groups and to grant
authorizations in terms of access types such as read, write, and delete. These access types are usually
ordered such that the authorization for one right may include others. Thus an authorization for a
delete may imply authorization for a write, which in turn may imply authorization for a read. In [14]
this is accomplished by utilizing implicit authorizations along an access/authorization type lattice.

2.2.2 Inter-object and intra-object access control

We now discuss inter-object and intra-object access control issues. In our discussion, some of the
issues are difficult to categorize cleanly as inter-object or intra-object, or both. For example, the
inheritance of attributes is an inter-object issue since it involves at least two objects, but at the
same time is also an intra-object issue for the object that is inheriting the attributes.

Variable granularity for access units

In structurally object-oriented database systems, the access control mechianisms would have to be
flexible enough to support varying granularity of access units. For example, it may be desirable in
some applications to have fine-grained access control at the level of the individual attributes of an
object. But it may also be desirable to grant access/ authonzatlon to larger substructures (such as
entire objects.or composite objects) as a single unit.

We highlight briefly two contrasting approaches, one in the DAMOKLES database [4] and the
other for the authorization mode! based on the ORION system [14]. We defer discussion on providing
varying access granularity in composite objects to a later section. In DAMOKLES, every object
(in the data modeling and object-oriented sense) is further broken down into smaller access units
called protection objects. (p-objects). These p-objects include the descriptive part D consisting of
the object’s attributes, the structural part S consisting of the components/composite objects, and
version part V consisting of the object’s versions. To treat all the attributes as a single unit, an
authorization is granted on the D part.

2For convenience we use the terms “subject” and “principal” synonymously. In a strict senée, a human user may
have several principals, with each principal associated with one or more subjects in the system.
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The ORION approach utilizes the idea of implicit authorizations along an authorization object
lattice. Thus to grant aunthorization on all attributes of an instance, we grant authorization on the
authorization object type Setof-Atir- Values which leads to an implied authonzatlon on authorization
object Attribute- Value.

Class hierarchy and structure inheritance

Support for class hierarchies and inheritance in the object-oriented paradigm have an impact on how
we approach access control issues. In particular, the following questions need to be addressed.

o What effect does allowing implicit authorizations in the class hierarchy have on the reusablhty
of classes? on query procéssing? :

e What should be the semantics for the inheritance of structure (attributes) among classes when
subjects have differing authorizations on these classes?

Consider the alternate ways of handling implicit authorizations between a class and the instances
of its subclass [14]. Our first option would be for a creator of a class to be given implicit authorizations
on all instances of a subclasses derived (specialized) from the class. Queries rooted at the class and
spanning lower subclasses can now be evaluated successfully as the required authorization can be
obtained. However, this approach makes the classes too interdependent making their potential for
reuse very low. The second option would be to prohibit implicit authorizations from classes to
instances of derived subclasses. This would encourage the reusability of classes, but this benefit
comes at the cost of query failures.

In [21] Spooner has raised some of the issues that arise when subjects have differing authonzatlons
on classes, and inheritance is allowed. To restate an example in [21], consider a class B that is a
subclass of another class A. If a subject is authorized to access B but not A, should the subject be
allowed to see the inherited attributes from A when he accesses B? The approach taken in {7] would
allow access to all the inherited attributes in B. The advantages and disadvantages of this approach
need further analysis. .

Access control in composite objects

Supporting composite objects requires us to address the following questions (among others).

e What is the implication of several components of the same object being owned by different
subjects/users?

e How do we connect rights (authorizations) through composite object hierarchies?

o How do changes in the composite object structure (hierarchy) affect ex15t1ng and future con-
nections of authorizations?

o What are the semantics to handle conflicting authorizations at points in the composite object
hierarchy? '

e How do we handle transitive authorizations in composite object hierarchies?

In environments such as those supporting CAD/CAM, it is typical for designers to create and
work on the design of individual components. The objects representing these components will thus
be owned by different subjects. However when cooperative activity such as the exchange of partial
designs or the assembling of entire composite objects are involved, a subject may have to obtain
authorization from the individual owners of the composite objects.

In DAMOKLES, the approach to connecting authorizations along composite object hierarchies
involves the use of complex authorizations/rights. A complex authorization differs from a simple one
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as follows. When applied to a root object in a composite object hierarchy, an authorization extends
to all current as well as future composite objects connected to this root, so long as they have the
same owner as the root. :

The approach used in [14] to connect authorizations on composite objects is based on an au-
thorization object lattice defined for composite objects. By making use of implicit authorizations
along this lattice we get more flexibility than the hard-wired approach of DAMOKLES. However,
the propagation of positive and negative authorizations along the composite object lattice may lead
to conflicts. This happens for example if a previously granted authorization on a component ob-
ject conflicts with a new authorization (implicit or explicit) that is received. As mentioned in [14]
conflicts from negative authorizations also arise on objects that are components of more than one
composite object. The access control mechanism must reject conflicting authorizations based on
some consistent semantics.

Access control on versions

To provide access control on versions, the proposal in [14] once again utilizes an authorization object
lattice with authorization objects such as setof-generic-instances, setof-versions, among others. The
notion of implicit authorizations are again used on this lattice. In DAMOKLES [4], an authorization
on the V part of an object obtains authorizations on all the versions of the object.

These approaches need to be refined to provide more selectivity on the versions belonging to a
version hierarchy. For example, we may want to specify that a subject be authorized for the first/last
three versions.

Meaningful interconnection controls among component objects

All our discussions above on access control in composite objects have assumed that component
objects are linked in some meaningful way. Existing approaches place the burden on users/subjects
for establishing meaningful interconnections and visibilities across component object boundaries.
This might be a reasonable expectation in some environments. After all, we would expect a designer
in a CAD environment to be knowledgeable enough not to mix and match the components of say,
cars and trucks. However, when discrimination between components is not easy, we would like the
access control mechanisms to help. For example we could have an access control list that governs
how objects are interconnected. The access control list would place restrictions on the IS-PART-OF
relationships that can be formed between component objects.

2.3 Behavioral and semantic based access control
2.3.1 Subject to object access control

As mentioned before, subject to object access control is concerned with the authorization of the
initial point of contact with an object by a subject. In a behaviorally object-oriented database, this
would involve authorization to invoke an initial method in a chain/tree of method invocations. Thus
if a subject invoked an initial method m; which in turn invoked msz, and ms in turn invoked mg, we
are concerned with how the subject gets authorization for m;. Authorization for the other methods
mgy and mg fall into the category of inter-object and intra-object access control and will be discussed
subsequently.

We describe three approaches for subject to object access control that have been reported in the
literature. In the first [15], associated with every object is an access control list (ACL) and an object
owner. The owner of an object controls through the ACL the other principals that may invoke the
operations (methods) defined for the object.

In the second approach [23], access groups based on user roles are defined with the help of a user
role definition hierarchy (URDH). A node in the URDH represents an access group. Based on the
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access control requirements, the publicly accessible methods are assigned to nodes in the URDH. A
subject/user belonging to a particular node in URDH will be allowed to invoke only those methods
assigned to that node.

A third approach described in [5] uses the notion of interface objects. Every database object
is associated with a collection of interface objects. An interface object supports only a subset of
the total methods in a database object. Subjects are allowed to interact with the database objects
only by invoking methods defined in their corresponding interface objects. In summary, an effective
subject to object access control mechanism is built by defining a collection of interface objects for
every database object, and by restricting subjects to one or more interfaces.

2.3.2 Inter-object access control

What are the implications of supporting behavior based access control, across object boundaries?
In particular, it is important to recognize that objects are autonomous entities taking part in a
distributed computation. Two important questions come to the forefront.

e How do we control visibility and interaction between objects, in terms of behavior?

e What are the semantics for propagating authorizations along method invocation chains and
trees?

We consider answers to these questions in turn.

Inter-object method invocation and visibility

If we wish to control the visibility of a method m, then we should restrict the number of client
methods than can invoke m. An approach suggested in [2] is to associate a set < invokers > with
the definition of every method (such as m). This set contains the names of methods and classes
to which m is made visible to. In the case of a class, m is visible to all the methods in the class.
Although this appears to be a good first step, several avenues need further investigation. Figure 2
illustrates a method mgo which is visible to a class ¢y that is part of the invoker set of mg. The locally
defined method m, in ¢; can thus invoke mg. Now consider the class ¢o which is a subclass of ¢;
and has a locally defined method my and by virtue of its position in the class hierarchy inherits m;.
Should an invocation of method m; locally from class ¢; be treated differently from an invocation
of m; by my from the subclass ¢q, since in either case m; eventually invokes mg? Should access
control prevent method my, from invoking m; as long as m; can invoke mg but my cannot? If it
does not, we may as well make class ¢, part of the invoker set of myg.

Authorization propagation through method invocation chains/trees

Here we are interested in coming up with consistent semantics as well as flexible mechanisms for
propagating authorizations through method invocation chains/trees. The use of implicit, positive,
negative, strong, and weak authorlzatlons need to be studied. Once again conflicts from negative
and positive rights may arise.

2.3.3 Intra-object access control

The need for access control resurfaces even within the boundary of an object. It must be recognized
that in object-oriented systems, access control and integrity mechanisms are closely linked. This
is because methods modify the states of objects and we often enforce access control on method
invocations. Integrity after all, is concerned with the improper modification of data.
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Figure 2: Visibility across methods and classes

Method to attribute visibility

For some applications, it may be desirable to allow only certain methods in the object (or class) to
access a local attribute. For example, in a military application an attribute ‘Target-coordinate’ may
be updated only by a method ‘Approve-coordinate’ which ensures that the new coordinates are not
erroneous. An obvious way to achieve this would be for every attribute to maintain a list of methods
that are allowed access (to the attribute).

Method to method visibility

Within an object boundary we may want to restrict the visibility of local methods to each other.
Again an obvious way to accomplish this would be for every method to maintain some list. More
complicated data structures are worth investigating, especially if the notion of implicit authorizations
can be applied. '

3 RESEARCH DIRECTIONS

In this section, we identify some issues that are beyond the capabilities in current proposals for
discretionary access control in object-oriented databases. Addressing these issues would lead to
access control models and mechanisms that accommodate the diverse security policies and controls
of information management in organizations.

3.1 Transitive rights

The implications of the transitive propagation (taking and granting) of rights in composite-object
hierarchies and method invocation chains warrants further investigation. Some  discussion of
this for method invocation chains can be found in [15] (we do not discuss this work due to space
constraints). Given a certain set of explicit authorizations, we would like to know if an access control
request from a user will succeed. Also, when a change is made to certain authorizations, what is the

overall effect on users?
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3.2 Separation of duties and multiple approvals

The operational procedures in many organizations are designed to prevent fraud. Separation of duties
and multiple approvals are well known principles to achieve this. For an activity to be authorized,
it may need multiple approvals by separate individuals. Recently, Sandhu in [17, 18] has proposed
transactions control erpressions as an approach to implement these in computerized systems. It
is based on a database activity model that utilizes the notions of transient and persistent objects.
Transient objects include vouchers, purchase orders, sales slips, to name a few. These objects are
transient in nature in the sense that they issue a finite set of operations and then leave the system (in
a paper world this happens when a form is archived). These operations eventually affect persistent
objects such as inventory databases, and bank accounts. The fundamental idea is to enforce controls
primarily on the transient objects, and for transactions to be executed on persistent objects only as
a side effect of executing transactions on transient objects.

As an example, consider a check processing application where a clerk has to prepare a check
and assign an account, followed by three (separate) supervisors who have to approve the check and
account, and finally the check to be issued by a different clerk. This can be represented by the
following transaction control expressions:

prepare e clerk;
3: approve e supervisor;
issue e clerk;

The colon is a voting constraint specifying 3 votes from 3 different supervisors. Each expression
. consists of a transaction and a role. Separation of duties is achieved by requiring the users who
execute different transactions in the transaction control expression be all distinct.

We are currently investigating adapting transaction control expressions for transient objects
modeled as objects. We would also like to model transaction control expressions as typed classes
and objects. In this way we will be able to apply specialized classes of these expressions to specialized
classes of transient objects. S

‘In concluding this discussion on separation of duties, we note that the authors in {19, 20] have
“-alluded to the Clark-Wilson integrity model [3] and hence the need to support separation of duties.
The proposal in {19] calls for an “AUTHORIZATIONS” object in the system to manage access
control and separation of duties. Details on how these and other ideas can be implemented need
further investigation.

3.3  Intra-object method control expressions

"The scope of transaction control expressions cross object boundaries in that the transactions are
public to all objects. It may be desirable in some applications, that private methods in an object
(these methods are only accessible within an object boundary) be invoked in a certain sequence, and
in addition for separation of duties to be enforced for intra-object accesses. We will be investigating
the use of intra-object method control expressions for this purpose.

3.4 Confent based authorization

The approaches surveyed in this paper generally do not address content dependent authorization
issues in a clean way. This needs more investigation, especially in regard to behavioral approaches.
It is not clear if an authorization should be defined in terms of the ability to invoke a certain method
on an object. How do we access the object contents for content-based authorization if the method
which can access the required attribute(s) cannot be invoked?
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3.5 Authorization and temporal semantics

Consider the following access control/authorization requirements:
1. Let (s1, 01, write) be true as long as (s, 01, read) is true;
2. Let (81,01, read) be true whenever (sg, 01, read) is false;
3. Let (s1,01,read) be true if only if subject s, has not written to object o; so far;
4

. Grant authorization to subject s; for the last three versions created after June 12, 1993, of
the versioned object 01, and have not been updated since subject s was authorized to write
object o01.

The models of discretionary access control that have been reported in the literature cannot
accommodate the above constraints and requirements. The above requirements call for models that
unify implicit authorizations, content-based access control, and the semantics of time.

3.6 Transaction based authorization

In all the work we have surveyed and discussed, the access control problem seeks an answer to the
question: Is subject s allowed access type a on object 0? An authorization was thus seen as a 3-tuple
(s, 0,a). This view of access control (and authorization) is heavily influenced by the subject-object
paradigm of access control in general computer systems. We believe it is time to reexamine this view
of access control in the context of databases. Why not specify authorizations in terms of transactions
and objects. After all, in a strict sense it is transactions (and not subjects) that access and modify
the database objects. A similar view is expressed by Clark and Wilson in [3] with transformation
procedures being transactions (see rule E2), although their work needs to be adapted to object-
oriented databases. We would of course expect the decision to authorize a transaction to depend on
among others things, the identity and rights of the user who invokes the transaction.

Another promising research direction is the notion of an authorization transaction [22]. Such a
transaction is one that is created for every regular database transaction, but is primarily concerned
with the acquiring and management of all authorizations and access control information required to
successfully commit the database transaction. In particular, this will give us the flexibility to incor-
porate failure semantics in the management of authorizations. Thus if a particular authorizations
fails, we may be able to specify alternate authorizations to be requested.

As an illustration, consider a sales order processing system, where the processing of a sales re-
quest involves two transient objects, a purchase order and a sales order. In such an environment,
we envision a nested model of authorization transactions. Every transient object is managed by an
individual authorization subtransaction that executes the local transaction control expressions for
the transient object. These subtransactions enforce separation of duties and other access control re-
quirements on the transient object. A root authorization transaction manages these subtransactions,
and further enforces separation of duties across transient objects.

4 SUMMARY AND CONCLUSIONS

In this paper we have provided a framework that breaks down discretionary access control issues
into three categories: subject to user, inter-object, and intra-object. We identified some of the issues
and current proposals in these categories for both structurally and behaviorally object-oriented
database systems. While reasonable progress has been made, more work still needs to be done.
We have identified some of the areas that warrant further research including authorizations based
on separation of duties, multiple approvals, object contents, and temporal semantics. We have
also argued for the advancement of transaction based authorization models. Such models would
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constitute a departure from the traditional subject-object paradigm of access control, and rely on
transactions as a central abstraction for specifying access control in databases.
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Abstract

Assuring the integrity and reliability of computing systems requires, in part, regulating the sequence
in which particular kinds of processing occur. An access control mechanism is proposed that regulates
the sequence of operations that can be applied to objects. The mechanism limits access according to the
operation and the object’s current state by consulting centralized tables that describe permissible state
transitions. The mechanism’s characteristics are examined in the context of a simple purchase order
system.

1 Introduction

Assuring the integrity and reliability of computing systems requires, in part, regulating the sequence in which -
particular kinds of processing occur. For example, Clark and Wilson [4] state that integrity constraints
commonly include requirements that “TPs [Transformation Procedures] be executed in a certain order.”
Similarly, Rushby [7] states that many safety and security issues can be reduced to the need for correct
sequencing, citing as examples missile launch sequencing requirements (ready, aim, fire), and requirements
that messages be reviewed by a release officer before being distributed.

The previous literature includes discussions of mechanisms and conceptual approaches having some potential
to describe processing sequences, but these discussions have generally focused on other concerns rather than
sequencing per se [5, 8, 6, 2, 1, 3]. In this paper we explore a centralized access control mechanism designed
specifically to constrain processing sequences. The controls are based on the following notions:

e For each object whose validity depends on being processed by a set of applications (TPs) in a particular
“order, a current state indicator will be maintained.

An object’s current state changes when the object is processed by an application.

Permissible processing sequences are represented as a table of permissible state transitions. Different
sets of states and transitions are associated with different types of information.

o Impermissible transitions can be prevented by a centralized access control mechanism.

*Funded by ARPA contract DABT63-92-C-0020.
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The controls have been designed to meet the following requirements:

e They must be flexible, i.e., capable of enforcing a wide variety of processing sequences [6], and must
provide a system designer a natural means of describing permissible sequences.

o They must provide a centralized representation of the desired sequence controls; the control of process
sequencing must not rely significantly on logic hidden in applications.

e They must be implementable using current technology in a way that satisfies TCSEC B2 or higher
architectural assurance requirements. That is, the controls should be a simple extension of secure oper-
ating system technology, and should not require full-blown DBMS or transaction processing facilities.

o They must be capable of combining sequence restrictions with dynamic separation of duty con-
straints [8, 6].

The remainder of this paper is organized as follows. Section 2 outlines a sample application whose require-
ments are used to illustrate the proposed controls, which are introduced in Sections 3 and 4. Section 5
describes support for separation of duty constraints. Sections 6 and 7 discuss mutual exclusion and incom-
plete state transitions. Section 8 describes additional ways to restrict modification of an object. Sections 9
and 10 compare and contrast the mechanism to others in the research literature, and point out its strengths
and weaknesses. '

2 Application Requirements - An Example

To examine the applicability and features of the proposed controls, we present a small but non-trivial set
of requirements for an automated purchase order processing system based loosely on the practices of our
organization. In this system, we envision each purchase request as a state-controlled object. A purchase
request can be created and submitted by any employee. The request is then modified by various application
programs as it goes through approval, ordering, receiving, and payment to its final state.

We have identified several operations that one must be able to perform on a purchase request. A few of
these operations have been selected to illustrate the kinds of operations that should be supported:

Any employee of the company can create a request to purchase goods.

e A manager can approve or reject the request made by an employee based on the need for the goods.
The manager is not allowed to approve his/her own request.

e A purchasing officer may sign an approved purchase request. The purchasing officer is not allowed
to sign a request which he/she has either submitted or approved. (The officer does not actually sign
the request but, rather, authorizes a later application to print the purchase order with the officer’s
signature on it.)

The originator of a request that has been rejected modifies the request and re-submits it.

The operations must occur in an appropriate sequence. The purchasing officer cannot sign a request until
it has all the necessary approvals. The operations also have separation of duty requirements (e.g., the
purchasing officer is not allowed to sign a request which he/she has either initiated or approved).
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3 Assumptions

We will assume that the state-based controls being proposed are not used in isolation, but are an adjunct
to other access controls that exist on a system. For example, a system may provide access controls based
on types and domains [3, 9]. We will assume that these other access controls will perform the following
functions:

e Limit a user’s ability to execute various application programs.

e Limit an application program’s ability to access objects according to the type of object and mode of
access.

We will assume these other controls apply to all objects, whether they are state-controlled or not. Further-
more, they describe which applications are allowed to modify which types of state-controlled objects. The
state-based controls describe when and how each of those applications is allowed to modify the state of the
object.

The modification of a state-controlled object consists of two parts: a transition of the object’s state, and a
change of the object’s data content. By definition, every modification of a state-controlled object includes
a transition of the object’s state, even if the transition is back to the same state. The modification of the
object’s data is optional. If an application intends to modify the data of a state-controlled object, it must
obtain permission to change an object’s state before it can obtain permission to modify the object’s data.

-4 Sequencing

The object-state-based access control mechanism allows for a system to have many types of state-controlled
objects and for each type of object [3] to have its own set of defined states. Every state-controlled object
must be in one of the states allowable for that type of state-controlled object. Each type of state-controlled
object has a state-transition table which describes the access controls to be applied to the modification of
objects of that type. Each application which can modify that type of object has one or more rows in the
state-transition table. Each row in the table contains the following information:

e Operation: The application that is allowed to modify an object of this state-controlled type.

e From State: The state (or states) in which the object must be for the indicated operation to be allowed.
A single state can be specified, or a list of states can be specified. If the object is not in one of the
specified states, the application is not allowed to change the object’s state or modify the object’s
contents.

e To State: The state (or states) to which the application is allowed to change the object. A single state
can be specified, or a list of states can be specified. Attempts to change the object to states other than
the one(s) specified will be denied.
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One type of state-controlled object in the hypothetical purchase order system is the purchase request. A
portion of the state-transition table for purchase requests would look like: ’

| Operation | From State | To State |
Create_Request NULL Submitted
Approve_Request | Submitted | Approved
Rejected
Sign_Request Approved Signed
Rejected
Modify_Request Rejected Submitted

Sequencing of operations is accomplished by restricting the allowable sequence of object states. Each appli-
cation’s access is limited to certain states, and each state can only be produced by certain applications.

The first row of the state table in the example above is for the Create_Request application, which allows
an employee to create a request to purchase goods. The entry for the From State is “NULL” since there is
no existing state for a purchase request which has not yet been created. The value “NULL” specifies that
the application is allowed to create a purchase request, as opposed to modifying an existing request in some
specified state. The entry for the To State indicates that the new purchase request can only be placed in the
Submitted state. Create_Request is the only application that ¢an create a purchase request. Create_Request
and Modify_Request are the only applications that can cause a request to be in the Submitted state.

“ The second line of the state table example shows the Approve_Request application which allows a manager
to either approve or reject a request which has been submitted. The From State entry allows the application
to modify a purchase request only when the request is in the Submitted state. This means that the input to
Approve_Request can only have come from Create_Request or Modify_Request. The To State entry specifies
that the application can change the state of the request to either Approved or Rejected, but to no other
states. Only the Approve_Request application can produce an Approved purchase request.

The Sign_Request application allows a purchasing officer to sign or to reject a purchase request. The
application can change an Approved request to either Signed or Rejected. Any purchase request operated
on by Sign_Request must have been processed first by Create_Request and then by Approve Request. Not
all purchase requests created by Create_Request will get to Sign_Request, as some will be rejected along the
way. But all requests which get to Sign_Request must have come through the pair of applications described.
There is no other way for a purchase request to be in the Approved state. This set of constraints is similar
to the “assured pipeline” described in [3].

The Modify_Request application allows the originator of a request which has been rejected to modify the
request and re-submit it. At this point the modified request is treated exactly like a new request just created -

by Submit_Request. The From State restricts the application to purchase requests that have been rejected.
The To State requires that the purchase request begin the approval process over again by going back to the "

Submitted state. v »

Although many desired sequences may be sequential in nature, the ability to specify arbitrary sets of From
States and To States allows a wide variety of cyclical and branching sequences to be specified. In particular,
requirements cited in [6] associated with crossing out authorization signatures so that transactions can be
resigned by alternative authorities are easily supported.

5 Separation Of Duty

Many operations in the system can normally be performed by an individual, but not if he/she has performed
an earlier operation on the purchase request. For example, a manager is not allowed to approve a purchase
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request which he/she has submitted. When a state-controlled object has separation of duty requirements,
the state table has two additional fields that enable the system designer to specify the limitations:

o Identifier: The Identifier field is used to associate an arbitrary symbolic identifier with the individual
who performs this operation, in order to:

— Prevent this individual from performing some later operation, or

— Allow only this individual to perform some later operation.

The identifier is used only to relate two or more rows within the state table and has no meaning outside
the state table. )

e Separation of Duty: The Separation of Duty field is used to indicate that the individual performing this
operation either must be or must not be the same individual who performed some previous operation
on the object.

Let us add to our purchase order system the requirement that each purchase request be approved by two
managers. The state table entries for some of the operations would be:

[ Operation | From State l To State - l Identifier | Separation of Duty ]
Create_Request NULL Submitted | Requester
Approve_Request | Submitted | Approvedl | Managerl | NOT Requester
' _ Rejected ‘ '
| Approve_Request | Approvedl | Approved2 | Manager2 | NOT Requester AND
Rejected ‘ NOT Managerl
Modify_Request | Rejected Submitted Requester

The person who runs the Create_Request application for a given purchase request becomes known as
Requester for determining future access to that purchase request. The first person who runs the Ap-
prove.Request application on a given purchase request (when the request is in the Submitted state) becomes
known as Managerl .and must not be the same person as Requester, the person who originated the request.
The second person who runs the Approve Request application on a given request (when the request is in
the Approvedl state) cannot be the originator or the first approving manager. The only individual allowed
to modify a purchase request via the Modify_Request application is Requester, the person who ran the
Create_Request application to originate the request. »

A Separation Of Duty Log is maintained for each state-controlled object that has separation of duty re-
quirements. The log is a record of who has modified the object. An entry isadded to the log each time an
operation causes a state change to occur. Note that the access log is used strictly for access control and is
not used for detailed auditing. An entry in the log contains the following fields:

e State: The state produced by the modification.

o Identifier: Sbeciﬁes the separation of duty identifier associated with this modification. This field is
copied from the Identifier field of the line in the state table for the application which produced this
modification.

e Person: Identifies the individual who executed the application to produce this state. This field is blank
whenever the identifier field is blank.

Note that the name of the application producing the modification is not present in the log entry since it is
not needed. '
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If Washington were to run the Create_Request application to create a purchase request, the first log entry
for the request would look like:

| State | Identifier | Person |
| Submitted | Requester | Washington |

When Adams runs the Approve_Request application on this purchase request, the access control mechanism
would see from the Separation Of Duty field in the state table entry for this application that he is not allowed
to be Requester. The log shows that Requester is Washington. Since Adams is not Washington then Adams
is allowed to run the application. The log would then contain two entries: :

| State | Identifier | Person |
Submitted | Requester | Washington
Approvedl | Managerl | Adams

Since Washington is identified as the Requester and Adams is Managerl, neither of them can execute the
second Approve_Request application on this purchase request since the state table entry for Approve_Request
contains the Separation of Duty requirement “NOT Requester AND NOT Managerl.” When Jefferson rejects
the request the log looks like:

[7State

| Identifier | Person |

Submitted | Requester | Washington
Approvedl | Managerl | Adams
Rejected Manager2 | Jefferson

When the state transfer is to a state which the object has previously occupied, the system truncates the
Separation Of Duty Log back to the entry for that state. All the operations performed on the object from
the time that it left this state until the time that it arrives back in the state will be removed from the log.
Recall that this log is used only for access control and not for auditing.

In the example above, Washington is the only person who can run the Modify_Request application to fix
the rejected request since Washington is the Requester. When Washington modifies the request, the state
of the request is once again set to Submitted. Since the request has previously been in the Submitted state,
the Separation of Duty log is rolled back to the entry for that state. This results in the log consisting only -
of its initial entry:

[ State | Identifier | Person |
| Submitted | Requester | Washington |

The separation of duty log no longer contains a record of who approved the request the first time, as this
information is not needed for future access control decisions. (The contents of the purchase request itself or
of a detailed audit trail, however, may contain it.) The request could be approved by Adams again or by
some other manager. The only separation of duty requirement that remains is that Washington not approve
his own request.

Consider adding a requirement that the second submission of the purchase request must be signed by the
same manager who signed it the first time. In this case the object state resulting from the second submission
would not be the same as the state produced by the original submission. The two states would have different
separation of duty requirements. The Modify_Request application would have to cause a transition to a
different state, such as Resubmitted. The access log would not be truncated, allowing future access control
decisions to be based on the original submission.

80



6 Mutual Exclusion

Let us consider the Approve_Request operation in a little greater detail. Approve.Request operates on
a purchase request which some employee has previously created in the Submitted state. While running
the Approve Request application, a manager will display the request, decide whether to approve or reject
the request, update the request appropriately, and set the new state of the request to either Approved or
Rejected. It is also possible that after seeing the request, the manager can decide that he/she does not have
enough information to either approve or reject the request at this time and can choose to leave the request
unchanged for now.

In order to reliably change the object from its old state to a new state, one must avoid the problems which
can be caused by multiple accessors of the object attempting to modify it at the same time. Each application
must:

Lock the object for exclusive use.
Obtain read access to the data content of the object.
Examine the existing contents of the object.
Decide what the new state should be.
IF the object is to be modified
THEN
Obtain permission to change the object’s state to a specified new state.
IF the data content of the object is also to be changed.
THEN
Obtain write access to the data content of the object.
Modify the contents of the object.
ENDIF
ENDIF
Relinquish access to the data content of the object.
(Relinquishing access will cause any requested state change to occur.)
Unlock the object.

The first step for the application is to lock the object. All modifications of a state-controlled object require
exclusive access to the object. This prevents two or more subjects from simultaneously updating the object.
Changing the state of an object is in essence a modification of the object and requires exclusive access to
the object even if the object’s data content is not being changed!

Having locked the object, the application can examine the object’s contents to make any necessary decisions
about how to process the object. Since all other applications are prevented from changing the object, the
application is assured that its actions on the object are not affected by other applications attempting to
modify it. Should the application determine that it cannot change the object, it can close access to the
object at this point. Since the application was only granted read access to the data, and never requested
permission to change the state, the system is assured that the object has not changed and the system will
leave the object’s state unchanged. In the hypothetical purchase order system, if the Approve.Request
application closes access to the purchase request before obtaining permission to modify its state, the state
of the purchase request will remain Submitted.

Once an application has opened an object and determined that changing the object is appropriate, it makes
a request to the system for permission to change the state of the object by announcing the state to which
the object is going to be changed. The Approve Request application would announce whether it intends
to Approve or Reject the request. If the state table indicates that the application is allowed to make
the specified state transition (from its current state to the announced state), then the system grants the
application permission to modify the state and internally records the tentativé new state. The lock on the
file for exclusive use is retained by the application. If the application needs to modify the data content of
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the object then the application requests the appropriate permission (append, write, etc.) to the object. If
permission is granted then the application is free to modify the object’s contents. If an application requests
permission to modify the contents of a state-controlled object without having first obtained permission to
modify the object’s state, the request will be denied.

When the application relinquishes access to the object, the application must specify whether or not it-was
able to complete its operation on the object. If the application was successful, the system sets the new state
of the object to the previously declared value. If the application was not successful, or if the application
terminates prematurely, then the system sets the state of the object according to the Error Sta.te field, as
described in the next section.

Finally, the application unlocks the object.

7 Incomplete State Transitions

In concept, all state transitions occur instantaneously. To an observer of a state controlled object, the
object is always in one state or another, and never “in between.” In practice, state transitions do not
occur instantaneously. Although use of exclusive locks prevents inadvertent visibility into an object during
state transitions, an application that aborts prematurely or is unable to perform all necessary actions while
implementing a transition could leave an object in an undefined state.

To address this situation, the state transition table also includes an Error State column. Should a process
obtain permission to change the state of an object and then fail to close it successfully, the state of the object
will be set to the error state specified in the state-transition table. The system designer is free to specify as
the Error State a value that the application cannot set under normal conditions.

State table entries for the purchase order system might include:

| Operation | From State | To State | Error State | Identifier | Separation of Duty |

Create_Request NULL Submitted | Incompléte “Requester
Modify_Request Incomplete | Submitted | FROM Requester

Rejected '
Withdraw_Request | Submitted | Rejected Rejected Requester

Approvedl

Approved2
Trusted_Repair * * _ ROLLBACK NOT Requester AND

' ‘ NOT Managerl AND
NOT Manager2

A failure of the Create.Request application results in the partially created purchase request belng set in the
Incomplete state. '

The row for the Modify_Request application has been expanded to allow it to process Incomplete requests
as well as Rejected ones. The value “FROM?” in the Error State field for this row specifies that when
Modify _Request fails to complete a modification of a purchase request, the state will be set to the value from
which the application was attempting to make a state change. That is, the state of the purchase request will
not be changed; an Incomplete request will remain Incomplete and a Rejected request will remain Rejected.
Only the state is returned to its value before the modification; any data contents which have been modified
will remain changed.
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Care should be exercised when using “FROM?” since:

e the application may have modified the object’s contents without cha.nging its externally visible state.

e the application can now (covertly) produce objects whlch are in a state that it might not otherwise be
authorized to produce. :

Consequently, use of the value “FROM” is discouraged. In the case of Modify_Request, the use of “"ROM?”
is acceptable since the purchase request has not yet begun/restarted its approval sequence.

The Withdraw_Request applicatioh allows the Requester of a purchase request to withdraw the request after
it was submitted, so long as it has not yet been signed by the purchasing officer. If Withdraw_Request
terminates before completing its update to the Rejected state, the state is still set to Rejected.

The Trusted_Repalr application allows an accounting administrator to repair a purchase request that may
have been improperly processed by an application and left in some unforeseen condition which might prevent
further processing. The wildcard symbol “ * ” in the From State and To State fields of this row of the state
table indicates that the application can make any state change to a purchase request. The trusted application
can change the request from any state to any state. The special value “ROLLBACK?” in the Error State
field specifies that the data contents of the object should be automatically backed-up on the open and that
both the state and the data contents should be reset to their original values when the application fails to
complete the modification successfully. Use of this value is encouraged whenever possible. In order to avoid
automatically imposing the overhead of backup for every potential state transition, the system requires the
designer to specify “ROLLBACK” wherever it is needed.

One deficiency in these error recovery facilities is that they deal with each state-controlled object in isolation.
Consider an application to print a batch of checks for each purchase request whose state is Payable, changing
the state of each to Complete. The application must also debit an accounting ledger for each check printed.
Suppose the application terminates abnormally while changing the state of a purchase request. Further
suppose that “ROLLBACK?” had been specified as the error state for the application. If at the time of the
abnormal termination, neither the check had been printed nor the ledger debited, restoring the previous
state of the purchase request to Payable and restoring its previous contents would be appropriate. However,
if either of these processing steps had already been completed when the failure occurred, then a rollback
would be inappropriate, and might lead to double payment or duplicate ledger entries. Similarly, under other
circumstances, if Complete had been specified as the error state for this application, other problems could
occur, le., failure to ever print a check or debit the ledger. In this case, proper recovery seems to require
human inspection and decision making via special application.

These problems could be addressed in part by defining intermediate states Check_Printed and Ledger_Debited
and giving the check printing application authority to manipulate purchase request objects in these states.
A more fundamental concern is that copying and preserving a single state-controlled object does not provide
a truly adequate rollback capability. What is ideally needed is a transaction rollback facility that would
undo all internal effects of running the check printing application, including the ledger debit. Traditional
DBMS and transaction processing systems provide such capabilities, but are generally regarded as too large
and complex to satisfy the modularity, least privilege, and other architectural requirements imposed at the
higher evaluation classes of the TCSEC. Our motivation for the mechanisms proposed here is in part a desire
to see how far mechanisms oriented towards TCSEC principles can be stretched to solve real world integrity
and reliability problems. In this example cited, we may not have succeeded in stretching them far enough.
We note, however, in concluding this section; that even full-blown transaction rollback facilities cannot undo
the printing of checks. There will always remain certain kmds of system fa.llures whose recovery will require
assistance and supervision by human bemgs
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8 Restricting Modes of Modifications

We have assumed the existence of other access controls, such as domain and type enforcement, which
pertain to all objects, not just state-controlled objects. Those controls would specify the modes of access
that an application would have to an object. Examples could include: create, read, write, append, delete.
By combining these access controls with the object-state controls, the system designer can more precisely
control the modification of state-controlled objects. Consider the following examples:

e Read/write capability allows the application to change the data content of the object as well as its
state. ,

e Append-only access allows information to be added to the end of the existing data, but prevents existing
data from being modified. In the Approve_Request application example, a reason for the rejection or
approval could be added, but the original request could not be modified.

e Read-only access restricts the application’s role to that of a filter that either passes. or rejects objects.
The application can change the state of the object, but cannot change any of the data contents of the .
object.

In general, a state-controlled object cannot be copied. Although the data content can be copied, the resulting
object is not a state-controlled object. This restriction is necessary to prevent objects from being created
in the middle of a processing sequence. This requires no additional mechanism beyond the to/from state
restrictions described herein. ‘

9 Related Work

The sequence controls proposed here are an elaboration of the controls described by Sterne [9]. They are an
outgrowth of attempting to improve on previous proposals for implementing separation of duty and other
integrity constraints. A number of these proposals were stimulated by the Clark-Wilson model [4].

Karger [5] proposes extending a secure capability architecture so that it provides specialized access control
lists (ACLs) tailored for expressing separation of duty constraints. These ACLs are depicted as being
attached to TPs. They can be used to specify that a user should be prevented from executing one TP
unless a different user has previously executed another specified TP. The enforcement of the ACLs relies
on references to “token capabilities,” which are equivalent to the separation of duty logs described here.
Karger’s paper does not show that the ACL mechanism provides the ability to regulate execution of a TP
according to the state of the particular object to which it is applied. The paper explicitly avoids discussion of
locking and TP error recovery. A drawback of the approach is that it lacks a centralized description of the
sequencing and separation of duty constraints in effect. Understanding these requires inspecting the access
control lists attached to each TP and data item. '

The ideas presented here are most closely derived from Sandhu’s transaction control expressions [8]. Sandhu,
however, also avoids discussion of locking and error recovery by assuming that TPs are full-fledged transac-
tions, exhibiting serializability and failure atomicity. This implies that they are implemented atop a DBMS
or transaction processing system, an assumption at odds with this paper’s goal of near term implementability
consistent with TCSEC high assurance architecture requirements. The notations proposed by Karger and
Sandhu do not appear capable of expressing the range of cyclical and alternative sequencing requirements
supported by the mechanisms proposed here. A paper by Nash and Poland [6] discusses a similar idea and
points out the need to support “undoing” a processing step (backtracking) under certain circumstances.

Bell [2] has also explored supporting separation of duty and sequencing, using an abstract “Universal Lattice
Machine” (ULM). In Bell’s approach, TPs are relied upon to add and remove negative access control list
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entries (NACLs) to or from individual data objects in such a way that different individuals are prohibited
from accessing them at particular times. This approach also lacks a centralized description of sequencing
and separation of duty constraints, which are distributed and embedded in the logic of individual TPs.

Badger {1] has proposed a model for describing a variety of integrity requirements including sequencing
requirements. The model assumes as a basis the nested transaction paradigm, including serializability and
failure atomicity properties.

The domain enforcement mechanism proposed by Boebert and Kain [3] predates the Clark and Wilson model.
Boebert and Kain describe its use in building an “assured pipeline” so that every print file is properly labeled
with its security classification at the top and bottom of each page. Since the labels must be attached to each
file before printing, this represents a form of sequencing requirement. The mechanism associates a domain
attribute with each subject and a data type with each object, and constrains the type of objects that can
be read and created according to a domain table. The domain table can be set up to force certain types of
objects to flow through particular sequences of subjects, which in turn can only execute particular programs.

While a complete comparison of state-based controls and domain enforcement is beyond the scope of this
paper, it appears that object state-based controls offer some useful features not readily apparent in domain-
based controls.

e A state-controlled object (e.g., an approved purchase order) cannot be fabricated out of thin air by
an application in the middle of a sequence. Except for the initial application in a sequence, each
application can only produce its output after having received as input an object in the appropriate
state.

o Applications need not be given the ability to modify an object in order to carry out a step in processing
the object and changing its state. This simplifies the task of assuring that a pass/fail approval filter
does not inappropriately modify the object during the approval process.

e Separation of duty constraints are readily integrated with state-based sequencing constraints, i.e., a
single integrated mechanism can enforce both sets of constraints.

10 Summary
The proposed controls appear to satisfy the objectives identified in the introduction.

o The controls appear to be highly flexible, and are capable of expressing sequential, alternative, and
loop-back sequences. The system designer can tightly constrain the object states that can be produced
by each application, or can provide individual applications arbitrary latitude in determining output
states on an object-by-object basis. Given familiarity with the concept of state transitions, the controls
seem reasonably intuitive and natural.

¢ The controls provide a centralized representation of the desired sequence constraints. A set of state
transition tables, one for each type of state controlled object, represents desired constraints for the
entire system and governs their enforcement.

e The controls do not presuppose the existence of an underlying DBMS or transaction processing facil-
ities. They appear to be implementable using secure operating system current technology in a way
that satisfies TCSEC B2 or higher architectural assurance requirements. On the other hand, without
failure atomicity features, the error recovery capabilities that can be provided are somewhat primitive.

o The controls provide a single integrated approach to enforcing sequence restrictions and separation of
duty constraints.
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Assuring the integrity and reliability of computing systems in part requires regulating the order in which
particular kinds of processing occur. We have proposed an access control mechanism designed to regulate
sequences of accesses to objects based on their current states by consulting centralized tables that describe
permissible state transitions. We examined the use of the mechanism in the context of a simple purchase
order processing system. The mechanism has been designed to support specification of complex processing
sequences in a natural manner, to support separation of duty constraints, and to be implementable with
high assurance. The mechanism provides useful but rudimentary error recovery facilities. In addition, we've
compared the ideas underlying the proposed mechanism with those in the research literature.
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RENEWED UNDERSTANDING OF ACCESS CONTROL POLICIES'
Marshall D. Abrams
The MITRE Corporation, 7525 Colshire Drive, McLean, VA 22102
Abstract
Access control policies must be viewed in a modern perspective to support the evolution of information-

technology (IT) security evaluation criteria. This paper provides observations and definitions that coalesce
policy research and development. Traditional definitions and assumptions are extended.
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Confidentiality, Discretionary, Groups, Identity, Inheritance, Integrity, Malicious modification, Mandatory,
Non-discretionary, Policy, Process, Roles, Rules, TCSEC, Trusted Computing Base, Type enforcement,
Well-formed transactions '

1. Introduction

The purpose of this paper is to raise the level of awareness that the conceptual framework for access control built
into the Department of Defense Trusted Computer System Evaluation Criteria (TCSEC) [TCSE85] needs to be
extended. This paper presents the author’s selection of access control policy issues in order to develop the modern
perspective necessary to extend the TCSEC conceptual framework. Most of the concepts presented in this paper
have appeared in prior research and development (R&D) work, but have not made their way into the thinking of
enough IT security practitioners. Some readers may find little stimulation in this paper; others may be incited to
near violence. ’

We describe four non-discretionary Access Control Policies as examples of evolving thought. All of these policies -
include implementation of a policy similar to Originator Controlled (ORCON), employing some form of non-
discretionary access control list. We emphasize the importance of associating Access Control Decision Information
(ADI)? with programs and processes when second-order effects of malicious code are considered.

2. Access Control Concepts

Access control is pervasive to practically all IT security. There are quite a few Access Control Policies and
‘mechanisms. This section addresses a set of Access Control Policies that cover a reasonably representative group of
access control functions.

Information techriology security is defined in [COMMO91] to mean the maintenance of confidentiality, integrity, and
availability.3 Integrity has traditionally been applied in the security community to both data and systems. System
integrity refers to the quality of the hardware and software that implements a secure system (i.e., that the hardware
and software operate as expected).

To Biba, program integrity means that programs can be invoked only by programs that are lower or equal in
integrity [BIBA77], thereby preventing corruption of higher integrity programs [SHIR81]. Schell [SCHES86] showed
that program integrity is just a special case of data integrity. Program integrity also includes freedom from
modification by malicious code.*

Awvailability differs in kind from the other two components of IT security. Availability cannot be enforced by access
controls. It is easy to see that a process may, in general, consume resources in a manner that may prevent other
processes from accessing those resources when needed. The observation that a runaway process can waste resources,

1 This work was funded by The MITRE Corporation and the Department of Defense under contract DAABO07-93-
C-N651.

2 The term Access-Control Decision Information is introduced in [ISO92]. Strictly speaking, TCSEC labels are
one special case of ADI. Nevertheless, we use ADI as the more general term in this paper.

Achieving an acceptable definition of integrity remains elusive; see [INTE91].

4 Inthis paper, malicious code includes Trojan horses, viruses, and worms, for example. Unless absolutely
necessary, the exact malicious mechanism will not be discussed.
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even in a system that implements access controls, was made in [LAMP71, LAMP91]. Quota mechanisms can help,
but these are not access controls.

The kinds of access mentioned in the Anderson Report [ANDE72] (called modes in the TCSEC) were those offered
by Multics [ORGA72]. Other platforms offer different kinds of access, including execute and append (both without
observe access). Applying the Maultics interpretation of the Bell-LaPadula model [BELL75] to dissimilar platforms
does not lead to the insight that formal modeling should, and may, be misleading, if not wrong, because of the
differences in the platform.

The reference monitor creates subjects and objects as abstractions to manage the IT resources. Subjects are
processes, executing in a particular domain, that request access to passive objects. Many subjects are acting out the
wishes of a human user of the IT system. It has been traditional to associate the ADI of these users (e.g., clearance)
with the processes acting on their behalf. In some parts of the tradition, such as Biba integrity, ADI have also been
associated with processes. Other processes are performing system functions, generally without concern for individual
user identities [FRAIS3, ABRA91].

. Mandatory. Discretion nd Non-Discretionary Policies and Mechanisms

3.1 Traditional Discretionary and Mandatory Access Control

Traditionally Access Control Policies have been divided into two classes: discretionary and non-discretionary,
sometimes called mandatory.® The TCSEC defines discretionary access control as “a means of restricting access to
objects based on the identity of the subjects and/or groups to which they belong. See [DOWNSS5] for a classic
discussion of issues. The controls are discretionary in the sense that a subject with a certain access permission is
capable of passing that permission (perhaps) indirectly on to any other subject.” Traditional mandatory policy
implies that the authorization is outside the control of a typical user [SALT75]. In traditional usage, mandatory is
the complement of discretionary. :

Traditionally, mandatory identifies control of policy rules and the ADI employed by those rules being vested in the
security administrator’s role,” and discretionary bound identifies a situation in which authority is not (well)
controlled. (Roles are also discussed below.) There are many policy implementations that can satisfy the TCSEC
definition of discretionary [NCSC87]; most allow users who can read information to make that information available
to other users at their own discretion.

The TCSEC definition of mandatory security policy and mechanisms is that mandatory security works by
associating ADI with objects to reflect their sensitivity. Similar ADI is associated with subjects to reflect their
authorizations. The reference monitor compares the ADI associated with subjects and objects, and grants a subject
access to an object only if the result of the comparison indicates that the access is proper for a given security policy.

The dominance comparison described in the TCSEC satisfies three well-known mathematical conditions:

(1) reflexivity, (2) antisymmetry, and (3) transitivity. Dominance reflects a set of rules for comparing access
classes. Depending on the security policy being enforced, some flows are allowed and others forbidden. This
concept of information flow policy was formally defined by Denning [DENN76].

3.2 A New Definition of Non-Discretionary Access Control

In this paper we use non-discretionary to identify situations in which authority is vested in some users, but there are
controls on delegation and propagation of authority. If one envisions an authority tree rooted in the security
administrator, then mandatory is the case in which the tree has no branches, discretionary is the case in which the
branches extend to every user, and non-discretionary is the case in which there are branches that do not extend to
every user. [SALT7S] illustrates this point quite clearly with hierarchy of controllers and non-discretionary Access
Control List (ACL) use.

5 The domain of a process is defined in the TCSEC to be the set of objects to which the process currently has the
right to gain access.

6 Inthis paper, we differentiate non-discretionary from mandatory; the adjective traditional is used when necessary
to refer to older, non-differentiated usage.

7 See [NCSC92] for a guide to the security administrator’s responsibilities and relationships to other roles in the
U.S. Department of Defense.
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T Enforcement

Type enforcement employs ADI as the basis of authorization for information flow. Type enforcement is not
transitive, but it does satisfy at least the first Denning axiom that the set of security classes is finite. Type
enforcement allows information to flow from entity A to entity B through process C if the types of A, B, and C
authorize that flow. LOCK [BOEB88} employs type enforcement to provide pipelines. Pipelines can be used to
implement functions that would be called trusted in a Bell-LaPadula architecture.

Work at Camnegie Mellon University on type enforcement contemporaneous with Denning’s was not addressed in the
TCSEC. Jones [JONE73] showed that type protection mechanisms can be used for various aspects of (non-lattice
based) memoryless subsystem problems (i.e., variants of the confinement problem). Jones and Wulf [JONE75]
show that type protection can support non-discretionary access controls that can be represented as a lattice. Cohen
and Jefferson [COHE75] illustrate that type enforcement can support a variety of non-discretionary policies that
cannot be represented as a lattice.

3.4 Authority, Global. and Persistent

There must be clear lines of authority controlling IT system security. There is no mandate that the lines of authority
must be hierarchically organized. Any organizational structure may be implemented; one that reflects one of the
structures of the real world is a reasonable choice. It is important to understand the delegation of responsibility and
authority for a given structure to establish access control rules and to the enter values of ADI that these rules use in
making access control decisions. '

Mandatory security policies are traditionally characterized as being global and persistent, which is understood to mean
that the policies apply to all “ordinary” users and cannot be changed, except, perhaps, by users authorized to take on
arole, such as security administrator. [ABRA90] discussed two sets of rules that support the properties of being
global and persistent: inheritance and authority.

A fundamental weakness of the TCSEC requirements is that they only attempt to control access to containers, not to
the information contained. In particular, discretionary requirements do not include explicit inheritance rules that
cause ADI to propagate when information is copied from one container to another.

Authorization is a major constituent of any non-discretionary policy. Policy for delegating authority must be
explicit. See the discussion in [ABRA90]. Consider the case in which the authorized user is not part of the security
administration. A project leader, for example, may establish ADI associated with objects related to his or her
responsibilities. This ADI may serve the same function as traditional labels but is under the control of some user,
not the security administrator. 'We can even assume that the project leader acts with authority delegated by the
security administrator. [FLIN90] argues that the project leader may exercise better judgment, being more
knowledgeable about the information and having a greater personal interest in the object(s) being protected.

3.5 Groups and Roles

A group may be defined as a set of users [ISO92]. A role is a set of allowed actions. A role allows selected users to
apply specified operands to specified objects. A role is typically defined by a set of privileges and a corresponding
group of users that are afforded these privileges.

A particularly safe design is to restrict a person acting in a role to executing a well-defined set of role-support
procedures needed to carry out the functions of that role. This binding of programs and data is essentially the
approach found in [CLARS&7]. When the functions and privileges associated with a role are well defined, it may be
possible to define a role completely by the transactions it permits. Systems evaluated at the higher levels of the
TCSEC provide a set of procedures to implement the security administrator’s role [FRAIS83].

The name of a group is a form of indirect reference to its members. It is generally more convenient to use the name
of the group than to itemize the individual members. When the group and object(s) are controlled by different
authorities, there is actually shared responsibility. The use of defined groups in specifying access control may go
beyond convenience. The group mechanism directly supports delegation of authority. For example, a defined group
may provide a way for the authority who controls access to the resource to selectively delegate access control
decisions to the authority who controls the composition of the role or group. This delegation may support lines of
authority that could not otherwise be supported by a system based solely on a traditional hierarchical organization.
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As discussed above, mandatory access control policy exists when groups and roles are controlled by the security
administrator. This is the assumption in [FERR92], but authority over groups and roles may be delegated; see
[ABRA91] for an example.

A common challenge in designing roles is to ensure separation of duty. Certain actions are sufficiently vulnerable to
abuse that no single user should have authorization to perform them. In this case, it is necessary to design distinct
roles that ensure separation of functions among two or more individuals acting in these roles while retaining shared
responsibility and accountability. Minimum and maximum elapsed time between the separate actions may be
specified.

For example, a corporate policy might require that to authorize expenditures, two signatures are necessary from a
particular group of individuals. Another policy might require that one member in each of two different groups (but
not the same individual) be a signatory to the expenditure. Another policy might require that all members of a board
or panel concur to authorize an expenditure. In this last case, one group may be authorized to create a target of type
proposed expenditure, while another group may be authorized to convert the type of this object to authorized
expenditure by using a specialized action that checks to be sure its invoker differs from the owner of its object.

There is no generally agreed-upon definition describing how separation of duty should be implemented and how the
separation of duty relation should be maintained. [CL.AR87] propose that it be determined external to the secure
system and encoded in an access control triple of the form: (UserID, TPi, (CDIa, CDIb, CDIc, . . .)), which
relates a user, a transformation procedure (TP), and the data objects that TP may reference on behalf of that user.
[MURRS7] describes a system in which a conflict matrix is used; each transaction has a set of associated transactions
that the transaction’s creator has determined to be conflicting. No single user may execute both a transaction and one
of its conflicting transactions.

Separation of duty can be either static or dynamic. Compliance with static separation requirements can be
implemented simply by the assignment of individuals to roles and allocation of transactions to roles. Dynamic
separation of duties constrains access of a subject to an object based on the previous access history of either subject
or object [CLARS7, KARGSS, SANDSS].

4. Non-Discretionary Access Control Policy Examples

Four non-discretionary Access Control Policies are described in chronological order of publication as examples of
evolving thought on non-discretionary Access Control Policies.

Director of Central Intelligence Directive (DCID) 1/7 [DCID81] specifies several policies for control of
dissemination of paper documents, as an IT policy to control the dissemination of information. Although DCID 1/7
preceded the TCSEC, the policies it specifies are not (well) addressed by the TCSEC, or in IT systems built to the
TCSEC paradigm. The Originator Controlled (ORCON) policy is cited by all examples as motivation for
developing non-discretionary access controls that extend the TCSEC paradigm .

ORCON is only one of a number of restrictive control markings defined in DCID 1/7. These markings represent
handling policies that limit the authority of recipients of the information to use or transmit it. ORCON requires the
permission of the originator to distribute information beyond the original receivers designated by the originator. For -
the purposes of this discussion, the following extract from DCID 1/7 defines the ORCON marking: “This marking
is used, with a security classification, to enable a continuing knowledge and supervision by the originator of the use
made of the information involved. Information bearing this marking may not be disseminated beyond the
headquarters elements® of the recipient organizations and may not be incorporated in whole or in part into other
reports or briefings without the advance permission of and under conditions specified by the originator.”

8  The earliest work in this area known to the author was conducted by K. Rogers (then) of UNISYS in 1986.
Unfortunately, no public reference is available.

9 At the discretion of the originator, the term headquarters elements may include specified subordinate intelligence-
producing components.
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4.1 Propagated Access Control (PAC)

The PAC policy and the related Propagated Access Control List (PACL) [GRAU89] were proposed as one way of
implementing ORCON. Whenever an authorized subject reads an object with an associated PACL, that PACL
becomes associated with the subject. Any new object created by the subject inherits the PACL. PACLs are
associated with both subjects and objects.

PACLs include the precedence policy taken from DCID 1/7 that specificity takes precedence over generality (e.g.,
NO FOREIGN plus REL Canada means that the information is releasable to U.S. and Canadian citizens).

PACLs can be combined. If a subject inherits PACL-A from object_A and PACL_B from object_B, the two
PACLs are logically ANDed together to form PACL_AB, which is more restrictive than either PACL_A or
PACL_B, containing only those users common to both original PACLs. The permission of the originators of
object_A and object_B is needed to release any data to any new subject.

Since PACLs on processes represent the data currently in the address space of the process, the PACL can be nulhﬁed
by purging this address space.

4.2 Owner-Retained Access Control (ORAC)

ORAC [MCCO090] is similar to PAC in propagating ACLs with non-discretionary enforcement. ORAC goes
further, retaining the autonomy of all originators associated with a given object in making access decisions, while
basing mediation of requests on the intersection of the access rights that have been granted. ORAC is motivated to
implement several of the DCID 1/7 policies in addition to ORCON, namely NO CONTRACTOR, NO FOREIGN,
and RELEASABLE TO.

ORAC includes dissemination controls as part of the ADI, which it refers to as labels for historical reasons. The
ADI also includes an originator identification and an ACL. The ACL contains originator-designated exceptions to
the dissemination controls. Members of the list, who may be individuals or groups, are explicitly identified as
allowed or denied access to the data. The originator is allowed to modify the ACLs at any time. When the real-
world originator is an organization, as in the ORCON policy, an originator role replaces the individual originator,
with authorized individuals performing the role.

When two objects are joined, the new object inherits the ADI from each of the two joined objects. Access to the
new object is mediated on the intersection of the parent object’s ACLs. The user’s subject accumulates ADI from all
objects read; this accumulation persists until the user initiates a new subject.

ORAC considers the creator of an object to be its owner. Owners of objects whose content may have flowed into a
new object are also considered to have ownership rights upon its content and are retained as prior owners. An object
may thus potentially be marked with a series of ACLs, each associated with a different owner. Access mediation is
based on the intersection of all ACLs associated with the object. The current owner has privileges for all modes of
access; ACL checking is bypassed since the rights of the owner were established upon object creation. Owners may
give up or transfer ownership by exercising an ownership privilege.

4.3 Originator-Controlled Access Control (ORGCON)

ORGCON [ABRAY1] is a strong form of identity-based access control—it explicitly defines authority and delegation
of authority, provides for accountability, and has an explicit inheritance policy.!? In ORGCON, the distribution list
ADI is indelibly attached to the object (i.e., the distribution list cannot be disassociated from the object, even in the
limited cases where copying is permitted). ORGCON is a read, no-copy policy. Its formal model [ABRA92]
distinguishes among device types in order to deal with the policy that no storage copy of an object is permitted.
Information may be “copied” only to the display and printer, but not to any other device types.

There are three roles associated with the ORGCON policy: originator representative, recipient representative, and
recipient. When a user logs onto the system, he/she assumes the role of ordinary user. An explicit action must then
be taken to assume one of the other roles, and some authority has already redefined which users are authorized to
assume which roles. When a user assumes another role, all privileges associated with any previous role (e.g.,
ordinary user) are relinquished while in the current role.

10 An annotated demonstration booklet documenting the prototype is available from the author on request.
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The fundamental concept in ORGCON is that information is distributed among organizations; individuals act in
roles relative to these organizations. ORGCON irformation is owned by its originating organization. Several roles
are defined to support the ORGCON policy. The author writes a document. The originating organization is
represented by one or more individuals acting in the role originator representative, a form of message release
authority. Any individual may generate information that may eventually be designated with the ORGCON marking,
but only an originator representative can mark the information ORGCON and specify a distribution list of recipients.
The originator representative role provides access to a process within the Trusted Computing Base (TCB) that
performs the marking.

At each recipient organization, a recipient representative maintains the list of individuals in the organization
authorized to receive ORGCON information. The recipient organization is a group that is composed of the
authorized individual recipients of ORGCON information at that recipient organization.

A recipient must have a recipient role at the recipient organization.!! Individuals acting in the role of recipient
representative specify the individuals who are authorized for a recipient role and are, therefore, authorized to receive
ORGCON information. Example recipient roles include the headquarters staff and Commander in Chief (CINC).

Note that ORGCON differs from ORCON by the introduction of the recipient representative, which is believed to be
a necessary and practical step. The originator representative cannot be expected to be aware of personnel changes in
the recipient organization, nor will he/she be likely to have the privileges to redefine the membership of the recipient
group(s). The originator and recipient representatives are authority agents.

The author creates a document that is to become an ORGCON object. When the author is ready to have the
document distributed, the document is then transferred to the originator representative as an ORGCON-C (candidate),
along with a suggested distribution list (a list of recipient organizations). After the appropriate review, the
originator representative marks the document ORGCON, binds the distribution list, and the document is transmitted
to the recipient organizations. At the recipient organizations, the ORGCON document is distributed to the
authorized individual recipients.

4.4 Typed Access Matrix (TAM) Model

TAM [SAND92a, SAND92b] incorporates strong typing into the access matrix model to provide a flexible model
that can express a rich variety of security policies while addressing propagation of access rights and the safety
problem. The safety problem is closely related to the fundamental flaw in Discretionary Access Control (DAC) that
malicious code can modify the protection state. Types and rights are specified as part of the system definition; they
are not predetermined in TAM. :

Representing the information in the access matrix as an ACL associated with a single object implies that a single
command can modify the ACL of exactly one object at the single site where the object exists. Coordinating
completion of a single command at multiple sites is unnecessary, as is a two-phase commit. TAM has very strong
expressive powers without compromise on safety analysis.

The TAM realization of ORCON is based on the ability in TAM to have multiple parents jointly create a child
subject. Confined subject and object types are employed to limit rights. Information flow is inhibited by confined
subjects being unable to write to any object or create any objects. The implementation architecture makes use of
both ACLs and cryptographicly protected certificates. All accesses to subjects and objects are mediated by local
subject and object servers responsible for managing that entity. Authentication is also carried out at the time of
subject/object access, and must be incorporated in the remote procedure call mechanism of the client-server
architecture. The servers must also authenticate the source of every remote procedure call using some well-known
cryptographic protocol.

5. Processes

TCSEC Mandatory Access Control (MAC) requires that ADI be associated with all storage objects. Processes are
created by execution of a program. Program objects provided as part of the operating environment are usually labeled
at or below the lowest user sensitivity so that MAC does not prevent their execution. DAC permissions may also
be used to prevent reading the program objects while permitting execution, if platform support is available. Some

11 Note that the ORCON policy identifies the headquarters element of an organization as the recipient. The
ORGCON policy has been generalized and does not imply the headquarters element as the recipient.
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.programs may be classified; perhaps they contain classified algorithms or simply were created by users at sensitivity
levels above the minimum. In this case, MAC will restrict access to subjects of appropriate sensitivity and will
prevent write-down modification. Processes operate with the current sensitivity of the user on whose behalf they are
operating, which may be below the user’s maximum clearance level.

Biba integrity assigns ADI to program objects and the corresponding processes. Platforms that support both
sensitivity and integrity ADI can implement two policies simultaneously. This is a commendable step in the
direction of supporting multiple policies.

‘When second-order effects are considered, integrity is seen to support other policies, such as confidentiality.
Malicious code, which violates the integrity of applications, can be expected to attempt violation of other policies.
For example, substitution of malicious code for authorized utilities could be prevented. This would prevent
installation of a Trojan horse for an authorized program. Modification to data on which actions of these programs
depend may be far more significant than modifications to the code. Integrity controls must also extend over such
data.

A well-known countermeasure is to associate a check value, such as a cryptographic remainder or digital signature,
with the well-behaved program object and data, and to confirm the check value at the time of attempted execution of
the program. The check value is not associated with the process. The check function and its associated
cryptographic variables are under the control of the TCB. Integrity controls over the search path may also be
necessary. Note that the integrity check value may be distinct from other integrity-related ADI. Lacking the ability
to associate multiple integrity ADI with objects, one could use Biba integrity ADI to make program:objects
integrity-high so that their contents could not be altered.

In the absence of integrity controls, the *-property was devised to prevent malicious code from downgrading an
unauthorized copy of a file. Associating integrity ADI with processes is more general. ADI may be associated with
all processes and objects under the control of the TCB. Rules implementing each access control pelicy may employ
the current values of selected ADI in adjudicating attempted access. Inheritance rules govern the assignment of
security attributes to entities.

One interesting case of assigning ADI to entities occurs when the entity is newly established within the IT system.
Traditional confidentiality usage has been that the identification and authentication process starts a command
interpreter process (or equivalent) executing as one result of success. That command interpreter is assigned
sensitivity ADI selected by the human user from within his/her authorized set. Identification and authentication may
be performed by the command interpreter [FRAIS3].

The TCSEC inheritance rule is that each process acquires the ADI of the process that caused it to become active.
More generally, program and data objects may have associated ADI; inheritance rules govern how these ADI relate to
security attributes of processes created from the programs. System service processes, such as UNIX® daemons, do
not act on behalf of individual users. Their ADI must, therefore, be set by some other policy. See [FRAI83] and
[ABRA91] for examples. e

The TP was introduced by Clark-Wilson [CLARS7] to automate the concept of the well-formed transaction. Several
proposals for mechanisms to implement well-formed transactions have been suggested [LEE88, SHOCS88]. Type
enforcement deals with similar concerns. Association of ADI with processes is a general characteristic of all these
mechanisms. '

A not-so-hypothetical availability policy restricts execution of certain programs to certain hours. These programs
might be resource intensive, or disruptive diagnostics, or they might be games. Like the check value described
above, ADI is associated with the program; in this case, it is the time periods when execution of the program is
permitted. This ADI is compared with the time of day to determine if execution is permitted.

A policy that incorporates date/time and sensitivity is a press release policy; this is also an operation (battle) plan
policy. In this policy, information is considered highly sensitive before a certain time/date has been reached. During
the period of high sensitivity, observe and modify access is highly restricted based on specified ADI. When the
specified time/date is reached, the information is disseminated as widely as possible for observation only. Integrity
of the clock is possibly of great importance. Precision is probably not important, and even a known bound on
accuracy may be acceptable.
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There is merit in viewing Access Control Policies in a modern perspective to extend the conceptual framework built
for the TCSEC. ‘There is a rich set of Access Control Policies, not a binary partitioning into mandatory and
discretionary policies; traditional policy notions are retained as bounds. The following observations are emphasized:

»  Access control policies that extend TCSEC concepts will be the norm in the future.

*  Type enforcement and well-formed transactions can implement non-discretionary access controls not
representable on a lattice or even a partial order.

» ADImaybe associated with all processes and objects under the control of the TCB.

- . Rules implementing each access control policy may employ the current values of selected ADI in
adjudicating attempted access.

- Inheritance rules govern the assignmenf of ADI to processes and storage objects.

* A fundamental weakness of the TCSEC discretionary requirements is that they do not include explicit
inheritance rules.

*  Any global and persistent access control policy relying on ADI under control of the secuﬁty
administrator is mandatory.

= Any global and persistent access control policy relying on ADI not directly controlled by the security
administrator is non-discretionary.

*  Policies employing user identities can be discretionary, non-discretionary, or mandatory.

*  Groups and roles can support discretionary, non-discretionary, and mandatory policies.

»  TCB use of integrity checks to mediate program execution can control malicious modification.

»  Associating ADI with processes is directly relevant to supporting integrity policy, and indirectly to
supporting confidentiality and availability policies.

The conceptual basis developed for the TCSEC remains valid and useful, but must be enriched in order to maintain
relevance to increasingly complex architectures, networks, applications, and distributed systems. ‘
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ABSTRACT

The Berkeley Software Distributions (BSD) Inter-Process Communication (IPC) mechanism implements a
transparent interface which has traditionally been used to provide access to Internet Protocol (IP) networks.
This paper proposes a model and related security policy for use in designing and implementing the BSD IPC
mechanism of sockets within a system intended for evaluation against the Department of Defense (DoD)
Trusted Computer System Evaluation Criteria (TCSEC!)). The proposed model and policy have been
incorporated into the analysis of the formal security policy model for a system currently in evaluation at
level B1. The paper begins with a brief refresher on the basics of BSD IPC for those not readily familiar
with that form of IPC. A concise description of the proposed model is included, preceded by a discussion
of the motivation behind its development. Next, there is a description of the security policy to be enforced
on the model showing its consistency with the Bell LaPadula formal security policy model®BI40! ang the
Biba formal integrity policy model!®. Finally, contained in an appendix is a description of a UNIX
implementation of the model and policy.

1. BACKGROUND

As described in "The Design and Implementation of the 4.3BSD UNIX Operating System"!"), the BSD IPC
services are designed to address three particular goals. The primary goal was to provide access for the
Defense Advanced Research Projects Agency (DARPA) Internet to application programs. A secondary
goal was to add capabilities to support multiprocess applications such as database servers. A third goal was
to provide support for resource sharing in a distributed environment.

The BSD IPC services support notions of communications domains and sockets. The communications
domain defines the semantics and capabilities of the underlying communications mechanism (e.g.,
Transmission. Control Protocol layer of the Internet Protocol suite, i.e., TCP/IP). The socket provides an
interface through which a program can interact with the communications domain in a transparent
(communications domain independent) fashion.

A communications domain is not directly accessible to an application. The underlying system must know
how to format, package, or otherwise digest the data being communicated on the program’s behalf. In the
Internet Domain, for example, the data is included in a packet which includes source and destination
addresses as well as options which can identify attributes of the information. It would not be appropriate
for each application to be trusted to produce legitimate Internet Domain packets, due to data integrity,
portability, and security concerns. '

A socket is created on request by the application. Upon creation, it is associated with a communications
domain, a type such as stream or datagram, and, optionally, a protocol. The socket is explicitly bound, or
associated, with a name space entry by a separate operation. The program may then either read or write
using the socket. The type of read or write operation will depend on the type of socket, as defined at the
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time of creation.

For a more comprehensive discussion of BSD IPC communication mechanisms please refer to Chapters 10,
11, and 12 of "The Design and Implementation of the 4.3BSD UNIX Operating System"m '

2. MOTIVATION

The process of trusted system evaluation begins with the characterization of the system to. be evaluated.
Ideally, this would be done in the early design phases of the system, when policy still outweighs history
and interfaces are mutable. This was not the situation in which we found ourselves. The system we were
taking into NCSC Bl evaluation was a conglomeration of interfaces and implementations based on
distributions from several vendors and significant in-house development. Most interfaces were frozen by
history and standardization. Perhaps most perplexing was the fact that no attempt had been made to state,
much less model, the system’s security policies.

We chose to approach the required modeling effort by associating each of the system call interfaces with a
set of objects upon which they acted. It was our assertion that an entity should be considered an object if

and only if it could be manipulated by one or more system calls. Our assumption served us well through

the file system objects, the process objects, and the System V IPC objects, producing policies which proved
both simple and obvious.

Our confidence wavered slightly when we encountered the BSD IPC system calls. All of the system calls
associated actions with sockets, yet in some cases the data never actually got attached to the local socket;
rather it was enqueued on a different socket, that of the intended recipient. Clearly the object in the "write"
case was not the socket associated with the sending program. Any access control decisions would have to
be made on the receiving end of the connection, as that’s where the attributes of the receiver reside. To
further confuse the issue, User Datagram Protocol (UDP) datagrams are sent without any guarantee of
delivery, so the sender is explicitly not allowed to make access control checks, but is still allowed to write.

It finally dawned on us that any model which would describe the BSD IPC mechanism would have to deal
with at least two distinct objects. One object was obvious, that being the receiving socket. Our initial
assumption was that the sending socket was the second object, giving us a symmetrical model. However,
there was one significant flaw; this model couldn’t be used to describe how a message got from the
sender’s socket to the receiver’s socket. In fact, data was never added to the sender’s socket. Thus, this
model did not reflect reality.

So what was the missing object? By following the code path in the implementation of the system call
which was used to send data via sockets, we found that the data was not stored in any form by the sender.
Rather, it was passed directly to the protocol (e.g., the TCP/IP protocol or the UNIX Domain "protocol”), for
transport to its intended destination. Here then was the missing object. This transport became the second
object in our model.

3. MODEL DESCRIPTION

The basic BSD IPC model consists of a single subject type and two object types. In all cases the subjectis a - .
process. Depending upon whether a subject wishes to send a message or receive a message the object is
either a transport object or a socket object, respectively. Thus, a process sends a message (appends) to a
transport object and receives a message (reads) from a socket object. In the course of passing data from a
sending subject to a receiving subject via BSD IPC, there are three access control mediation operations
which occur; the first on the sending side; the remaining two on the receiving side.

In attempting to send a message (append) to a transport object, the sending process retrieves attributes from
the socket associated with that process and bundles those attributes with the data to be placed on the
transport. It is at this point that the first of the access control mediation operations is performed. That first
check guarantees that the attributes of the sending process (e.g., label) are appropriate for appending to the
transport object (e.g., within the label range associated with that transport object).

In addition to the subjects and objects described above, there exists (in kernel space) a trusted process or
BSD IPC "trusted agent”; essentially an intermediary between the transport object and the receiving socket
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object. It is this agent which actually performs the two access control mediation operations at the receiving
end of a BSD IPC connection. The first check occurs when the agent reads data from a transport object, and
guarantees that the attributes associated with that data are consistent with the attributes associated with that
transport object. This is merely a verification of the access control mediation that was performed when the
sending process appended to the transport object. The second occurs when the agent checks to see whether
delivery to a receiving socket is appropriate, and guarantees that data is not delivered to a socket which
does not carry the appropriate attributes. If either of these checks fails, the data is considered undeliverable
and is discarded. ’ :

Figure 3-1 below depicts both the basic BSD IPC model and the added complexity introduced by the BSD
IPC "trusted agent":

Process Process
[Subject] [Subject]
USER SPACE
_____________________________________________ [ N . _1 -—
KERNEL SPACE |  Eocke 1 [;*get‘:; Bocke
Object Transport [Object] S::;ect] [Object
Message Send Message Receive

Figure 3-1. BSD IPC Model

Both BSD IPC object types conform to a basic named object definition. That definition states that each
named object is comprised of two distinct parts, each of which is kept in one or more distinct storage
objects. The first part represents the object attribute information, which contains access control
information. The second part represents the object data. This structure is depicted in Figure 3-2 below:

Named Object

Data

Figure 3-2. BSD IPC Object Definition

Each of the BSD IPC basic object types can be further divided into two distinct flavors. In the case of the
socket object type, there are the datagram and the stream socket object types. Although these two object
types differ in terms of the means by which they are accessed and manipulated, they are identical in terms
of their representation as depicted by Figure 3-3 below. In the case of the transport object type, there are
the Internet Domain and the UNIX Domain transport object types. These two object types differ both in
terms of the means by which they are accessed and manipulated, and in terms of their representation, as
depicted by Figures 3-4 and 3-5 below.

Socket

Data Queue

Figure 3-3. Datagram/Stream Socket Object Type Definition
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ID Transport

Figure 3-4. Internet Domain Transport Object Type Definition

UD Transport

Figure 3-5. UNIX Domain Transport Object Type Definition

4. POLICY DESCRIPTION

As can be seen from Figure 4-1 below, depicting all potential communication access paths, the BSD IPC
model allows only certain communication paths between a "Process” or an "Agent" and any of the defined
socket or transport object types: a "Process” can read both the attributes and data of either socket object
type, but can read only the attributes of either transport object type; a "Process” can write only the
attributes of either socket object type, but can write both the attributes' and data of either transport object
type; an "Agent" can read only the attributes of either socket object type, but can read both the attributes
and data of either transport object type; and finally, an "Agent" can write only the data of either socket
object type, and an "Agent" can write neither the attributes nor data of either transport object type. T

Socket

~1 Structure i

[I Data Queu:"T

Proces% ' Agent

Figure 4-1. BSD IPC Access Paths

Since each object type is defined to be comprised of two distinct parts, atiributes and data, and since the
accesses allowed may differ for either of those two distinct parts (as described above), it follows that the
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-security policy can be more readily and clearly defined if partitioned into access control policies
representing the defined object structure. Thus, the security policy has been partitioned into four basic
access control policies: Attribute Read, Attribute Write, Data Read, and Data Write. For the socket object
type, these access control policies do not differ between datagram and stream socket objects. However, for
the transport object type, the access control policy does differ between the Internet Domain and the UNIX
Domain transport objects.

The complete security policy for the BSD IPC Model is defined in Sections 4.1 through 4.4, below. For
purposes of simplicity in describing the entire sensitivity and integrity security policy for the model, the
term "label” will be meant to imply a composite of both a standard sensitivity label and an integrity label.
This composite "label" in conjunction with the fact that the Biba integrity model!® is the dual of the Bell
LaPadula sensitivity model”!*I4I3! dictates an adjustment in the application of the dominance principal.
Thus, in the policy statements that follow, the phrase "the label of ... dominates the label of ..." first will be
referring to a composite "label” as described above, and will be interpreted to mean that the sensitivity
portion of the first composite "label" must dominate the sensitivity portion of the second composite "label"
in the traditional sense of dominance, while the integrity portion of the first composite "label" must be
dominated by the integrity portion of the second composite "label", thus incorporating into the statement of
the secunty policy the duality of the Bell LaPadula sensitivity modell?P!#I5] ang the Biba integrity
model!® ;

4.1 Attribute Read Access Policy

Socket: The attribute read access policy with respect to the BSD IPC socket object type-is.to allow
access if and only if the requesting process is the socket object creator or-one of.its -
descendants, or if the requesting process is the BSD IPC "trusted agent”. - .

Transport: Internet Domain: The attribute read access policy with respect to the BSD IPC Internet

Domain transport object type is to allow access.

UNIX Domain:  The attribute read access policy with respect to the BSD IPC UNIX
Domain transport object type is to allow access if and only if the label
of the requesting process dominates the label of all of the directories in
the path, the file permission bits allow a user with the process’ user ID
execute access to each of the directories in the path, and the label of
the requesting process dominates the label associated with the UNIX
Domain transport object, or if the requesting process is the BSD IPC
"trusted agent”.

4.2 Attribute Write Access Policy

Socket: The attribute write access policy with respect to the BSD IPC socket object type is to allow
access if and only if the requesting process is the socket object creator or one of its
descendants. The exceptions to this are the socket user ID and label attributes. Only the
Superuser process can change the user ID of a socket it has created, and only the
Superuser process can change the label attribute associated with a socket object.

Transport: Internet Domain: The attribute write access policy with respect to the BSD IPC Internet

Domain transport object type is to allow access if and only if the
requesting process is owned by the Superuser. The exception to this is
the Internet Domain transport label range attribute. The label range
attribute associated with an Internet Domain transport object is set at
system generation, i.e., when the object is implicitly created. The label
range attribute associated with an Internet Domain transport object
remains immutable until system shutdown, i.e. until such time as the
object is implicitly deleted.

UNIX Domain:  The attribute write access policy with respect to the BSD IPC UNIX

‘ Domain transport object type is to allow access if and only if the label
of the requesting process dominates the label of all of the directories-in
the path, the file permission bits allow a user with the process’ user ID
execute access to each of the directories in the path, and the label of
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the requesting process equals the label associated with the UNIX
Domain transport object. The exception to this is the UNIX Domain
transport label attribute. Only the Superuser process can change the
label attribute associated with a UNIX Domain transport object.

4.3 Data Read Access Policy

Socket: The data read access policy with respect to the BSD IPC socket object type is to allow
access if and only if the requesting process is the socket object creator or one of its
descendants.

Transport: Only the BSD IPC "trusted agent" process can read data from a transport object.

4.4 Data Write Access Policy

Socket: Only the BSD IPC "trusted agent™ process can write data to a socket object.

Transport: Internet Domain: The data write access policy with respect to the BSD IPC Internet
Domain transport object type is to allow access if and only if the
current process label is contained within the label range associated
with the Internet Domain transport object.

UNIX Domain:  The data write access policy with respect to the BSD IPC UNIX Domain
transport object type is to allow access if and only if the label of the
requesting process dominates the label of all of the directories in the
path, the file permission bits allow a user with the process’ user ID
execute access to each of the directories in the path, the label of the
requesting process is equal to the label associated with the UNIX
Domain transport object, and the file permission bits associated with
the UNIX Domain transport object allow a user with the process’ user
ID write access to the UNIX Domain transport object.

5. CONCLUSIONS

The prospect of modeling the BSD IPC interfaces has proven sufficiently daunting to the extent that several
vendors have omitted them from their secure systems. Other vendors have proposed alternative
interpretations of the network interface in order to avoid defining subject and object relationships. We
found that, although it required significant contemplation, the specter was much worse than the battle and
the model simpler than any of us had envisioned.

Our experience with this model has been completely positive. Not only does it allow an implementation
that is secure, but it accommodates all of the interfaces handed down to us. It works in total harmony with
the Bell LaPadula sensitivity?®1l5! and the Biba integrity'® models, producing a composite which is
wholly consistent with each. When we implemented discretionary access control on the interfaces it was
obvious from the model how to do so.

A good security model should make it easy to determine the characteristics of the system it describes. Our
model reflects the interfaces we inherited, and identifies the areas in which access control can and should
be done. It allows an implementation of access control which can be accommodated by both the model and
the system. This model is successful in that it makes the process of enforcing the system policies easy to
design and describe in the contexts of security and capability.

A. UNIX IMPLEMENTATION

This appendix has been included in order to describe an implementation which conforms to the above
described model. The model described in this paper is being used as part of the evaluation evidence for the
Trusted IRIX/B operating system under development at Silicon Graphics. Trusted IRIX/B uses the popular
socket interfaces from 4.3BSD. System calls provide the only mechanism by which a subject may access
an object. The file system interfaces described are included solely because of the file system object
representation of the UDS transport objects.
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A.1 UNIX Modules

For purposes of discussion, each system call will be considered a module. The following system calls are
identified as implementing BSD IPC, and enforce the stated access control policy:

e accept
e bind

e chmod
schown
eclose

e connect
s eXit

o fcntl

o getlabel

e getpeername
« getsockname
» getsockopt
eioctl

elisten

e lstat
sread

o ICCV
erecvirom
sreCVImMSg
e ICCVISE
e select
esend

e sendmsg
¢ sendto

esectlabel

e setsockopt
« shutdown
e socket

o socketpair
e Stat

s unlink

e Write

Attribute Write Access Policy for BSD IPC Socket object types.

Attribute Write Access Policy for BSD IPC Socket object types.

Attribute Write Access Policy for BSD IPC UNIX Domain Transport object types.
Attribute Write Access Policy for BSD IPC UNIX Domain Transport object types.
Attribute Write Access Policy for BSD IPC UNIX Domain Transport object types.

No access control decisions are made.

Attribute Write Access Policy for BSD IPC Socket object types.

No access control decisions are made.

[Other processes may be killed as a side effect of this call. The security semantics of
the kill call apply.] '

- Attribute Read Access Policy for BSD IPC Socket object types.

Attribute Write Access Policy for BSD IPC UNIX Domain Transport object types.
Attribute Read Access Policy for BSD IPC UNIX Domain Transport object types.
Attribute Read Access Policy for BSD IPC Socket object types.

Attribute Read Access Policy for BSD IPC Socket object types.

Attribute Read Access Policy for BSD IPC Socket object types.

Attribute Read Access Policy for BSD IPC Socket object types.

Attribute Read Access Policy for BSD IPC Internet Domain Transport object types.
Attribute Write Access Policy for BSD IPC Internet Domain Transport object types.
Attribute Write Access Policy for BSD IPC UNIX Domain Transport object types.
Attribute Write Access Policy for BSD IPC Socket object types.

Attribute Read Access Policy for BSD IPC UNIX Domain Transport object types.
Data Read Access Policy for BSD IPC Socket object types.

Data Read Access Policy for BSD IPC Socket object types.

Data Read Access Policy for BSD IPC Socket object types.

Data Read Access Policy for BSD IPC Socket object types.

Data Read Access Policy for BSD IPC Socket object types.

Attribute Read Access Policy for BSD IPC Socket object types.

Data Write Access Policy for BSD IPC Internet Domain Transport object types.
Data Write Access Policy for BSD IPC UNIX Domain Transport object types.
Data Write Access Policy for BSD IPC Internet Domain Transport object types.
Data Write Access Policy for BSD IPC UNIX Domain Transport object types.
Data Write Access Policy for BSD IPC Internet Domain Transport object types.
Data Write Access Policy for BSD IPC UNIX Domain Transport object types.
Attribute Write Access Policy for BSD IPC UNIX Domain Transport object types.
Attribute Write Access Policy for BSD IPC Socket object types.

Attribute Write Access Policy for BSD IPC Socket object types.

Attribute Write Access Policy for BSD IPC Socket object types.

Attribute Write Access Policy for BSD IPC Socket object types.

Attribute Read Access Policy for BSD IPC UNIX Domain Transport object types.
Attribute Write Access Policy for BSD IPC UNIX Domain Transport object types.
Data Write Access Policy for BSD IPC Internet Domain Transport object types.
Data Write Access Policy for BSD IPC UNIX Domain Transport object types.

A.2 Datagram Socket Object Type

Attributes:

Data:

Names:

The attributes associated with a datagram socket object are stored in its structure.
These attributes include information about the socket type, supporting protocol,”
socket state, and the transport type.

The data associated with a datagram socket object is stored in its data queue and is
the data queued for receipt.

A datagram socket object can be named in the following way:
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Manipulation:

« By a file descriptor
A datagram socket object can be created with the following system calls:

» socket(2), socketpair(2)
A datagram socket object can be deleted with the following system calls:

o close(2), exit(2)
The attributes associated with a datagram socket object can be read with the
following system calls:

o fentl(2), getpeername(2), getsockname(2), getsockopt(2), ioctl(2), select(2)
The attributes associated with a datagram socket object can be written with the
following system calls:

o bind(2), setsockopt(2), shutdown(2), socket(2), socketpair(2)
The data associated with a datagram socket object can be read with the following
system calls:

« read(2), recv(2), recvfrom(2), recvimsg(2), recvmsg(2)
The data associated with a datagram socket object can be written only by the BSD IPC
"trusted agent”.

A.3 Stream Socket Object Type

Attributes:

Data:
Names:

Manipulation:

The attributes associated with a stream socket object are stored in its structure.
These attributes include information about the socket type, supporting protocol,
socket state, and the transport type.

The data associated with a stream socket object is stored in its data queue and is the
data queued for receipt.

" A stream socket object can be named in the foliowing way:

« By a file descriptor
A stream socket object can be created with the following system calls:

o accepi(2), socket(2), socketpair(2)
A stream socket object can be deleted with the following system calls:

o close(2), exit(2)
The attributes associated with a stream socket object can be read with the following
system calls:

o fentl(2), getpeername(2), getsockname(2), getsockopt(2), ioctl(2), select(2)
The attributes associated with a stream socket object can be written with the following
system calls:

o accept(2), bind(2), connect(2), listen(2), setsockopt(2), shutdown(2), socket(2),

socketpair(2)

The data associated with a stream socket object can be read with the following system
calls:

o read(2), recv(2), recvfrom(2), recvimsg(2), recvmsg(2)
The data associated with a stream socket object can be written only by the BSD IPC
"trusted agent".

A.4 Internet Domain Transport Object Type

Attributes:

Data:
Names:

Manipulation:

The attributes associated with an Internet Domain transport object are stored in its
Netif. These attributes include information about the transport name, IP address, and
the MAC label range.
The data associated with an Internet Domain transport object is stored on the wire
and is the data in transit destined for a receiving socket object.
An Internet Domain transport object can be named in the following way:

e By an address
An Internet Domain transport object can not be created with any system call. An
Internet Domain transport object is created implicitly at system generation.
An Internet Domain transport object can not be deleted with any system call. An
Internet Domain transport object is deleted implicitly at system shutdown.
The attributes associated with an Internet Domain transport object can be read with
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the following system call:

o ioctl(2)
The attributes associated with an Internet Domain transport object can be written with
the following system call:

s ioctl(2)
The data associated with an Internet Domain transport object can be read only by the
BSD IPC "trusted agent”.
The data associated with an Internet Domain transport object can be written with the
following system calls:

o send(2), sendmsg(2), sendto(2), write(2)

A.S UNIX Domain Transport Object Type

Attributes:

Data:

Names:

Manipulation;

The attributes associated with a UNIX Domain transport object are stored in its Inode.
These attributes include information about the file system rendezvous point, i.e., its
size, MAC label, owner, group, and DAC permission bits.
The data associated with a UNIX Domain transport object is the data in transit -
destined for a receiving socket object.
A UNIX Domain transport object can be named in the following way:

¢ By an address
A UNIX Domain transport object can be created with the following system call:

o bind(2)
A UNIX Domain transport object can be deleted with the following system call:

o unlink(2) )
The attributes associated with a UNIX Domain transport object can be read with the
following system calls:

. e getlabel(2), Istat(2), stat(2)

The attributes associated with a UNIX Domain transport object can be written with the
following system calls:

o chmod(2), chown(2), fcntl(2), ioctl(2), setlabel(2)
The data associated with a UNIX Domain transport object can be read only by the BSD
IPC "trusted agent".
The data associated with a UNIX Domain transport object can be written with the
following system calls:

o send(2), sendmsg(2), sendto(2), write(2)
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ABSTRACT

In a cooperative effort with government and industry, the National
Institute of Standards and Technology (NIST) conducted a study fo
assess the current and future information technology (IT) security
needs of the commercial, civil, and military sectors. The study was
documented in NISTIR 4976, Assessing Federal and Commercial
Information Security Needs (1). The conclusions of the study address
basic security needs of IT product users, who include system
developers, end users, administrators, and evaluators. Security needs
were identified based on existing security organizational practices.
This paper reviews the access confrol findings of the NIST study and
explores how an expanded set of access control objectives might be
applied in a variety of application environments.

Keywords: access control objectives, access control policy, policy objectives,
trusted systems

INTRODUCTION

Information technology (T) systems are integral to the functioning of the federal
government and private industry in meeting their individual operational, financial,
and information technology requirements. The inability to protect the
confidentiality, integrity, and availability of the IT systems and the sensitive
information they contain could have serious impact on an organization. The
impact could be financial or legal and affect human safety, personal privacy,
and public confidence. In the extreme, the ability of the organization to perform
some or all of its mission could be impacted.

In order to assess the current and future security needs of the commercial, civil,
and military sectors, the National Institute of Standards and Technology (NIS), in
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a cooperative effort with government and industry, conducted a study. The
primary objectives of the study were to determine a basic set of information
protection policies and confrol objectives for addressing the secure processing
needs within all sectors and to identify protection requirements and technical
approaches that are used, desired, or sought. This information is fo be considered
for future federal standards and guidelines.

To ensure a variety of perspectives, the NIST study tfeam met with 28 organizations

17 federal-agencies, 10 commercial organizations, and 1 state government.
Companies - representing energy, financial, communications, insurance,
manufacturing, computers, and service were included. Activities included law
enforcement, benefits delivery, medical/hospital, nuclear/energy, space
exploration, defense, tax system, information collection and dissemination, air
traffic, and service center operations. Contractors participated in a number of
the federal agency meetings.

BACKGROUND

The U.S. government has been involved in developing security technology for
computer and communications security for some time. Although there has been
much progress, many think that the current set of security technology does not
fully address the needs of all, especially those organizations outside the
Department of Defense (DoD).

The current set of security criteria, criteria interpretation, and guidelines has grown
out of research and development efforts of the DoD over the past two decades.
The primary U.S. computer security standard, the Trusted Computer System
Evaluation Criteria (2) (QCSEC), consists of security features and assurances,
derived from DoD security policy. The TCSEC focuses especially on those policies
created to prevent the unauthorized disclosure of classified information. The result
is a collection of security products built to TCSEC requirements that do not fully
address unclassified sensitive security issues. The NIST study indicated that the
TCSEC requirements can be useful in providing computer security in non-DoD
sectors. However, in many instances, they provide only a partial solution and are
used in place of a more appropriate set of controls.

Several efforts are in progress to develop a new set of criteria (3)(4) that
incorporates the positive aspects of the TCSEC, provides a set of minimum
protections for a common set of expectations by users and vendors, and is
consistent with related international harmonization efforts. The most far reaching
of them is the Federal Criteria for Information Technology Security (FC).

108



DRIVING NEED FOR ACCESS CONTROL

Both federal government and corporations were found to rely heavily on
information processing systems to meet their individual operational, financial, and
information technology requirements. The corruption, unauthorized disclosure, or
theft of resources disrupts operations and can have financial, legal, human safety,
personal privacy, and public confidence impacts. Methods must be found to
prevent computers from being used in such acts as fraud, harassment, or
terrorism, '

Organizations processing and storing classified information focus on preventing
unauthorized observation/disclosure of data as the basis for protection. For these
organizations, the unauthorized flow of information from a high level to a low level
of sensitivity was the principal concern.

For the federal government, requirements exist for protecting the privacy of
personal information. These requirements come from the Privacy Act of 1974. The
Act provides privacy safeguards by requiring each federal agency to protect the
personal information it collects, maintains, uses, and disseminates. Additionally,
when an agency contracts for services, the contractor must protect the
information subject to the Act’s requirements.

Although not always mandated by law, protecting the privacy of personal
information is also relevant to commercial sector organizations. The need to
protect sensitive data from unauthorized access results from operational
environment (including threats) and data sensitivity factors. These factors include
legal obligations and self-imposed requirements, including confidentiality of salary,
performance, and health (mental, drug, and alcohol related iliness), as well as
data involving litigation.

Privacy issues were perceived as particularly critical in medical and insurance
applications. Educational, employment and personnel, banking and financial
institutions, and credit bureaus also acknowledged protecting the privacy of
individuals as a high organizational priority. :

The need to preserve customer, insurer, and stockholder confidence was cited as
principle motivators for organizations in promoting access control requirements for
many organizations. The vice president of a major bank described the need to
"‘provide a good service at a reasonable cost' as an important capability of most
savings and financial institutions, but described the need for 'maintaining a
general sense of customer confidence" as critical.

The basis for protection takes on a specific meaning for those organizations, such
as banks, credit companies, and insurance companies, concerned with

- preventing unauthorized distribution of financial assets. These businesses are

subject to federal regulatory requirements of the Federal Trade Commission and

109

355-077 O - 93 QL3 - 9



the Federal Reserve Board under the Fair Credit Biling Act, Equal Credit
Opportunity Act, and Truth-in-Lending Act.

Security issues can also be unique to a specific industry. Of all the organizations
inferviewed, only PACBELL and BELLCORE were concerned with preventing
unauthorized use of long-distance telephone circuits. Only hospitals and those
who develop hospital systems were concerned with preventing unauthorized
distribution of prescription drugs.

Professional standards, health and safety, prevention of embezzlement, good

business practices, avoidance of conflict of interest, and profit were also sTcn‘ed
as key factors in an organization’s basis for protection.

ACCESS CONTROL APPROACHES

The access needs and control policies of each organization interviewed varied.
Many of these policies consider application, site, organizational, industry, or
agency-unique factors.

Access conirol policies are context-dependent; it is not possible to know the
environment in which such control will be applied. Not all stated access control
policies can be easily mapped and implemented using the existing access control
framework of the TCSEC. The TCSEC specifies two types of controls: Discretionary
Access Controls (DAC) and Mandatory Access Controls (MAC). Since the TCSEC's
appearance in December of 1983, DAC requirements have been perceived as
being technically correct for commercial and civil security needs, as well as for
single-level military systems. MAC is used for multi-level secure military systems, but
its use in other applications is rare. The need for access controls more
appropriate to the commercial and civil sector than that of DAC was found to
exist. There is a need for DAC, but DAC falls short when implemented alone to
solve the wide breath of security problems facing sensitive processing::
environments.

The remainder of this section describes the applicability of DAC and MAC, as well

as other access control approaches, 1o the policy needs of those organization
inferviewed.

Discretionary Access Control

As definéd in the TCSEC and commonly implemented, DAC is an access control
mechanism that permits system users to allow or disallow other users access o
objects under their control:

A means of restricting access to objects based on the idenfity of
subjects and/or groups to which they belong. The confrols are
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discretfionary in the sense that a subject with a cerfain access
permission is capable of passing that permission (perhaps indirectly)
on fo any other subject (unless restricted by mandatory access
control). (2)

DAC, as the name implies, permits the granting and revoking of access privileges
fo be left to the discretion of the individual users. A DAC mechanism allows users
to grant or revoke access to any of the objects under their control without the
intercession of a system administrator.

DAC plays an important role in supporting security requirements of many
organizations, especially within engineering and research environments where the
discretionary sharing of access and exchange of information is important. For
many organizations, the end-users must be able to specify what access other
users have to resources that they control.  Within these environments, the need
for users to access information is dynamic and changes rapidly over short periods.

Although appropriate in specific environments, many organizations expressed
concerns about relying solely on DAC as the primary means of protection.
Specifically, they were concerned with the propagation of access rights, reliance
on the cooperation of users, and, to a lesser extent, DAC’s vulnerabilities to a
Trojan Horse.

Some organizations expressed concern over exactly who has the capability to
specify group membership. By granting membership to- a group, user access
rights to protected data can change dynamically without the knowledge of the
owner of that data. For some organizations, the ability to specify group
membership was described as appropriately placed at the project level, while for
other organizations, group membership was more appropriately placed at the
security officer level. In addition, the ability to list group membership before
granting access privileges to that group was considered by some as a necessary
part of this capability.

-The most common approach to implementing DAC is through access control lists

- (ACLs). The TCSEC encourages ACLs as appropriate for user-controlled access
rights. However, when centrally administered, ACLs can become clumsy and
difficult to maintain. In centrally administrating DAC, the system administrator
assumes responsibility for ownership of all resources, determining what resources
and modes of access are needed for the performance of each user’s function
within the organization. For each new user or every change in responsibility, the
administrator establishes the appropriate access rights within the system.
Additionally, when a person leaves the organization, the cdmlnlsfro’ror deletesthe
person from all ACLs within the system.
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Separation of Transactions

A transaction can be thought of as a transformation procedure (5) (a program
or a portion of a program) plus a set of associated data items. The term
fransaction is used in this paper to refer to a binding of transformation procedure
and data storage access. (6) This is not unlike conventional usage of the term in
commercial systems. For example, a savings deposit fransaction is a procedure
that upgrades a savings database and transaction file. A transaction may be
quite general, e.g., "read savings file." Note however, that ‘read" is not a
fransaction in the sense used here, because the read is not bound to a particular
data item, as "read savings file" is.

The importance of control over transactions, as opposed to simple read and write
access, can be seen by considering a simple banking transaction. Tellers may
execute a savings deposit fransaction, requiring read and write access 1o specific
fields within a savings file and a transaction log file. An accounting supervisor
may be able to execute correction transactions, requiring exactly the same read
and write access to the same files as the teller. The difference is the process
executed and the values written to the transaction log file.

Separation of transactions is a design and implementation approach o partition
task-oriented sets of programs and data. This set can be made available to a
specific user who is allowed access only to these resources. A group of available
tfransactions define a particular task that .can be assumed by a user. The
underlying access controls are achieved ’rhrough a combination of administrative
and transaction-design decmons

Because of the stable functionality and the deterministic characteristics of
fransactions within  some organizations, -security engineers, or those
knowledgeable of security issues facing an organization (i.e., privacy, data
integrity, etc.), often play an important role in specifying access-control decisions
during the design and development of a transaction. For example, for one
organization, fransactions were designed to retrieve an entire customer record
minus the customer’s social security number. In addition, design-time access
control decisions can consider aggregation problems that are difficult to address
within conventicnal run-time access control environments. Security guidelines are
addressed by the designer and developers of a transaction or by direct
involvement in the design and development effort of proposed transactions.

Once a transaction has been developed and intfroduced into the operational
environment, a security administrator may assign the named transaction to
specific users or user groups.

A major insurance company enforces its corporate policy through the use of

separation of fransactions. Within the organization, each unit (performing a
specified task) is assigned a collection of transactions to perform an assigned task
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“or function. A unit security administrator determines “what users get access to
what transactions," within that unit. The security administer can add and delete
users to the unit, but cannot assign transactions to individuals outside the unit.

Role-Based Conitrols

Many organizations preferred a centrally administered, non-discretionary set of
controls to meet their security policies and objectives. During the course of this
study, organizational policies and objectives included maintaining and enforcing
the rules and ethics. associated with a judge’s chambers, and the laws and
respect for privacy of diagnosing qilments, treating of disease, and administering
of medicine within a hospital. To support such policies, a capability to centrally
control and maintain access rights is desirable. The security administrator is
responsible for enforcing policy and represents the organization as the "owner" of
system objects. Access control decisions were found to be based on the roles
individual users take on as part of an organization. This includes the specification
of duties, responsibilities, obligations, and qualifications. For example, the roles
included doctor, nurse, clinician, or pharmacist associated with a VA hospital.
The doctor’s role includes privileges to perform diagnoses, prescribe medication,
or add an entry to (not simply modify) a record of tfreatments performed on a
patient. The privieges defined for the role of pharmacist include those fo
dispense (not prescribe) prescription drugs.

The determination of membership and the aliocation of privileges to a role is not
so much in accordance with discretionary decisions on the part of a system
administrator, but rather in compliance with organization-specific profection
guidelines. These guidelines derive from existing laws, ethics, regulations, or
generally accepted practices. The guidelines are non-discretionary in the sense
that they are unavoidably imposed on- users. For example, a doctor can
prescribe medication, but cannot pass that privilege on to a nurse.

In addition, roles can be composed of other roles. For example, the role Doctor
within a hospital system can be composed of the roles Doctor and Intern.
Granting membership 1o the role Doctorimplies access to all fransactions defined
by Intern. However, membership to the role Intern does not imply Doctor
privileges.

Once roles are established within the system, the privileges associated with these
roles remain relatively constant or change slowly over time. The administrative
task is then to grant and revoke user membership to the set of specified roles
within the system. The capability of an administrator to simply grant or delete
membership to existing roles has been described as desirable. When a user’s
function changes within the organization, a mechanism needs to be available to
allow easy deletion of existing roles and granting of new ones. Finally, when a
person leaves the organization, all of that person’s memberships to all roles are
deleted. For an organization that experiences a large turnover of personnel, a
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role-based implementation security policy is a good logical choice.

Access Based on Separation of Related Duties

Although more of a policy than a mechanism, separation of related duties is used
in deterring fraud within financial systems. Such duties can include authorizing,
approving, and recording transactions, issuing or receiving assets, and making
payments. Separation of related duties refers to the situation where different users
are given distinct, but often interrelated tasks such that a failure of one user to
perform as expected will be detected by another. For separation of related
duties to be effective, computer capabilities must be partitioned. These
capabilities must be accessible only to users or processes associated with specific
tasks. For example, for many financial applications, a common requirement was
to separate users who authorize or commit the expenditure of funds from those
authorized to place orders for services and equipment. The IRS has used this
policy as a requirement from the outset and a sys’rem with this capability was
developed especially for them.

Access Based on the Principle of Least Privilege

The principle of least privilege was described by some of those interviewed as an
important control approach in meeting security policies and objectives. This
principle gives the user no more privilege then is necessary to perform a job.
Implementing least privilege requires identifying the user’s job, determining the
minimum set of privileges required to perform that job, and restricting the user to
a domain with those privileges. Least privilege allows a user to have different
levels of privilege at different times, depending on what task is being performed.
By denying access to transactions and privileges that are not necessary for the
performance of their duties, those privileges cannot be used to circumvent the
organizational protection policy. Least privilege is particularly important for those
systems where there is a "privileged user" or "superuser' capability that otherwise
grants a wide set of privileges to users that need only a subset of those privileges.

The principle of least privilege is similar fo separation of tfransactions. It differs in
that separation of transactions restricts the set of programs that can access data
and places restrictions on which users can execute what programs. Least
privilege restricts a user’s access to data by denying users privileges that are not
necessary to do their job.

Several organizations expressed the need for an operating system capability that
supports the principle of least privilege. This capability is currently supported in
upper end secure systems (B2 (2) and above), but many organizations expressed
the desire to see this capability at a more basic level.
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Label-Based Mandatory Access Controls (MAC)

MAC is a non-discretionary access control which restricts users’ access to data on
levels implemented through labels. These are (1) the level associated with the
frust of the user, i.e., clearance, and (2) the level associated with the sensitivity of
the data.

For many, the ability to isolate and share information on a non-discretionary,
formal "need-to-know" basis is required. The formal 'need-to-know" has primary
emphasis on categories and, to a lesser extent, on hierarchical ievels. The term
‘category” is used to describe non-hierarchical separation. Outside the DoD, few
organizations use hierarchical levels. Most non-DoD organizations have
employees and users belonging to one level, but with different responsibilities, i.e.,
in different categories. :

For example, a commercial organization recently formed strategic alliances with
some of its competitors. Although this organization has always allowed access 1o
some of its most sensitive proprietary information by outside consuliants, this
access was narrow and limited. Because of the frequency and scope of past
access requirements, physical and procedural measures could provide the
necessary isolation. However, as its corporate relationships changed, so did the
need for access controls. The reality is that those other organizations are only
partners on one front, while still fierce competitors on another. Further, when the
access needs of a third and fourth partner are considered, which are different
from the first, the physical and procedural controls of the past become
impractical. The only real solution may be label-based mandatory categorization.
The significant issue is "who can read what information?* Controlling the flow of
a specific type of data from one category (say company A), to another (say
company B) is where TCSEC MAC applies.

As business alliances become a corporate redlity of many companies, the ability
to rely on label-based mandatory access controls becomes more important.

Object-Label Association

The ability to associate a label (not necessarily used in access decisions) with an
object was described as a needed capability by several organizations
interviewed. These labels carry warning, advisory, and other information
associated with an object and are not used for making mandatory access conirol
decisions. For example, within a hospital system, a label associates a warning with
a prescription drug, i.e., "'not for use if person has high blood pressure’. The
association between a drug and a waming is an important relationship. For
medical systems in general, the capability to associate an information label
describing the quality of an x-ray, CATscan, sonogram, or any otherimage shared
among medical professionals, can be a vital capability.
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CONCLUSION

Each organization viewed its access control needs as unique. Access control
mechanisms need to be applied on a case-by-case basis in meeting individual
computer security threats. Frequently the available products, which incorporated
more limited access control policy objectives, lacked adequate flexibility to be
easily and cost-effectively adapted to the variety of functional environments in
which they were agpplied.

This paper has examined a variety of traditional and evolving access control
policy objectives. If these were accepted by vendors and users, and
incorporated into commercially marketed systems and products, users would
have available a valuable set of sought-after protection tools. Armed with an
expanded, widely accepted set of control policy objectives, and products based
on them, users would have greater assurance that their protection needs at the
operating system level, the application level, the organizational level, and the site
level were being met.
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INTRODUCTION

This paper outlines an Open Security Architecture (OSA). OSA is an architecture that will provide the basis for the selection, design and
R integration of products providing security and control for a network of desktop personal computers, "mobile” notebook computers, servers
and mainframes. The purpose of this architecture is to provide an environment where:

acceptable and workable controls can be placed on sensitive data.
user productivity and existing investments in applications are not negatively impacted by the addition of control and security.
data flow around the organization, and the investment that has been put in place to support this capability (e.g. local-area, wide-area,
and telephone-based networks), can still be used to enhance information exchange between users.

o all workstations, regardless of their location, operating system, or capability to connect to a network, can be included and easily
administered under this architecture.

BACKGROUND

With the increasing implementation of solutions driven by "downsizing" and the increasing use of PCs to access, compile and generate
sensitive data, the need for information control and protection has grown dramatically. This need has been created because in the move
3 toward downsized applications and the addition of networks as an integral part of the data processing solution, there has been a large-
, i scale, rapid migration of data from the glass wall of the computer centers to distributed points on a LAN that are much closer to the end-
T user. Today, files, data, messages and resources that five years ago would not have existed outside the secure environment of the data
center, are now routinely found in local workgroups and remote offices.

With this dramatic change in data processing architecture, questions such as the following are often asked:
*¢ How s protection and control for sensitive data being applied?

¢  How is the growing explosion of "mobile computing” driven by laptops and notebook PCs effecting how sensitive data is being
moved throughout the organization?

®  How can data be protected when and if it moves outside a secured area? -

Although many different opinions exist as to the right answers to these questions, decision makers charged with finding answers to these
guestions have already concluded that whatever solution they choose, the existing investment in hardware, software, applications and
networks must not be devalued by the addition of control and security.

Questions and concerns such as these are the driving force behind a number of solutions that have been developed to assist in the
control and security of data. For ease of analysis, these solutions can be divided into three groups:

Server-based solutions: These solutions are designed to protect data when and if the data resides on the server. These solutions,
usually part of the Network Operating System file system, give the System Administrator the ability to designate certain files, directories
and volumes as protected areas with certain characteristics such as READ-ONLY or NO ACCESS. Although these solutions may be
practical in some situations (i.e. diskless workstation environments), server-based solutions suffer in three areas. First, files have to be
physically resident on the server to be protected. Second, this type of protection cannot be applied to notebook PCs or other mobile
computing solutions. Finally, users must be actively involved and alter their work methods to make this solution effective.

Physical link. Physical link products use encryption engines at either end of a hub and are designed to prevent interception of data and
information as it flows from the workstation to the server. These solutions certainly provide protection for data while it is in transit between
network hubs, but do nothing to protection data that is at rest on either a workstation or a server.

Workstation-based products: Workstation add-on products protect data residing on a workstation. These products rely on some type
of file protection and encryption scheme and allow or prevent access to a file based on a user's identity. The shortcoming of these
solutions is that most of these products make the assumption that protected data remains on a workstation and will not be securely
moved between users with such tools as Electronic Mail.

Today, the problem that organizations are facing as they implement one or more of these related, but architecturally disconnected,
security methods is how these solutions work together to provide an environment where data is protected at rest, where data is protected
in transit, and where the exchange of data between users is not hindered.
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A CLOSER LOOK AT THE CRITICAL ISSUE

Given the need to protect data in transit and at rest and retain an existing computing and network infrastructure, the first task in
developing an overall architecture to solve the problem is to gain a clear understanding or model of how data moves through an
organization. Understanding this model will provide a foundation that allows security and control to be gently overlaid onto this
infrastructure.

A Model of Moving Data

With today’s available technology, data moving through an organization can take many paths. As an example, examine the computing and
electronic mail infrastructure that most office workers have at their disposal. This infrastructure allows a document to be created from
data that may have been gathered from a number of different sources, some of which may be considered sensitive. As data arrives at a
user's workstation, it is processed and combined with other sensitive and non-sensitive data, then easily distributed to other members of:.
the organization. In the process of being distributed, this data takes different paths, and can pass through many different computing
platforms and operating systems. The recipient can in fact end up receiving and reading the document on a workstation with a different..
hardware architecture and different operating system than the system on which the document was created.

Adding mobile computing users to this model raises its level of complexity in two ways. First, information created at a secured workstation
can be distributed to users with notebook PCs through unsecured areas using E-mail, modems and other services. Second, data residing
on mobile PCs is more vulnerable to theft and compromise because of its location and easy portability.

Highlighting the fact that sensitive information can be a part of this scenario raises a whole new set of questions. If the user mentioned
above creates a document containing sensitive information, how does this user distribute the document to others and how does this user
ensure that the sensitive information in the document is protected from the point where it was created to the point that it is read by the
recipient? Sadly, the way that many organizations are trying to answer this question is to prevent their data processing and
communication infrastructure from being used to transport data that is sensitive to the organization. The effects of this decision are the
creation of "decision bottienecks" that develop because sensitive information has to be moved or processed in an inefficient manner.

Why Is an Architecture Needed?

The issue of data protection involves the proper balance of investment, return and available technology. Attempting to balance these three
items without an effective architecture for applying security and control to the PC/LAN environment will most likely make effective data
protection cost prohibitive. An unbalanced solution will also require a forced integration of a number of unrelated and possibly
incompatible myriad of solutions.

Further support for this statement can be found by examining the range of solutions available to solve the problem of data securityina
mixed, mobile environment. At one end of the cost/return.curve are a number of highly secure solutions used by government agencies. .
Although these solutions provide very secure environments, they are most likely cost prohibitive for many commercial implementations. At
the other end of the curve are "commodity”, off-the-shelf products that are inexpensive, but may not provide a suitable level of protection.
This raises questions such as:

e  Am | willing or able to invest a large amount of doliars to get a "maximum” level of security?
o Am | willing to risk weak security so | don't have to invest heavily?

Perhaps the most important questions of all are:

e s there a suitable solution that provides an adequate level of security at a reasonable cost? What will this solution look like and what .
are the architectural features of such a solution?

Why Server-Based sécurity Falls Short of Addressing this Issue

In an attempt to answer these questions and address the issue of data control and security, many organizations have tried implementing a
type of security scheme that places corporate servers at the hubs of enforcement. These types of solutions provide only a minimal level of
protection for sensitive data as it moves around the organization, and they have a number of shortcomings.
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At its lowest level, server-based security forces users to identify themselves with a user identification and password before access to the
server is granted. This is suitable except that it leaves the workstation vulnerable to unauthorized access.

In some cases, a higher level of file or directory level security is implemented by providing users with a secure "vault” on the server where
sensitive information can be placed. Unfortunately, this scheme does not match the way most users work. Simple observation of a cross-
section of users will most likely show that these users gather, create, then store data on the local hard disk of their local, private
workstation. Few, if any users, can be encouraged to place their sensitive information in this “server” vault on a regular and disciplined
basis.

To further support this fact, one only needs to analyze how organizational servers are used. These servers probably has shared programs
(such as E-Mail) and shared data areas. If private, protected area for each users have been created, they are probably empty and-unused.

If performing this analysis is not convincing enough, ask users how many of them have taken the responsibility to regularly move their
data to a backup storage area. If users have difficulty performing this simple task, what expectations can you have that users will place
their secure data into a vault area?

OSA vs the Proposed OSI Security Architecture

Currently under discussion is an architecture designed to add security functionality to the Open Systems Interconnection Reference
Model (OSIRM). This OSIRM (and GOSIP) architecture targets security and protection for a very specific area of the overall network. As
described in an article titled “Building the New OSI Security Architecture” by Dan Minoli, which appeared in the June 1992 edition of
Network Computing Magazine. . .

"OS! security functions are concerned only with those aspects of a communications path that permit open systems to achieve secure
transfer of information between each system.” The article continues, "It is important to understand that the OSI Security Architecture is
not concerned with the security of hosts of servers seen as discrete entities -- it is not concemned with security measures needed within
the systems themselves or any given installation. The definition of security services to support security measures in end systems,
installations and organizations is outside the scope of the standard.”

Thus, the proposed OSlI architecture is designed to provide a set of services designed to secure point-to-point communications and
connections between endpoints in a network environment. It is designed to protect data in transit from one place to another. No doubt
these functions are a critical part of the overall security solution. However, if only solutions described by OSI are implemented, large
amounts of data at rest on workstations are still left unprotected. What is required is an architecture that complements OSl| and
specifically addresses security measures for information that resides in systems at the network endpoints (i.e. workstations and mobile
computers).

DEFINITION OF AN "OPEN SECURITY ARCHITECTURE"

The Open Security Architecture described in the remainder of this paper is proposed as an alternative to "server-centric" security and as
a complement to the OSI architecture. Open Security Architecture (OSA) takes a "workstation-centric” approach to the problem and has
been developed to address this problem of implementing affordable, "open" security and protection for sensitive data. It assumes that
data and protection begin at the workstation and flow outward through the organization.

The remainder of this paper will examine the design goals and features of OSA, present a list of functions provided by OSA-compliant
products and describe how these functions address the issues raised above. As presented here, OSA will assist in determining how to

implement security and control throughout an organization.

Design Goals of OSA

The design goals of OSA were developed to provide data integrity, maintain data availability and provide authorized access to the data ata
reasonable cost, in mixed environments of PCs, networks and mobile computing without significant negative impact on user productivity.

The 6 design goals of OSA are as follows:
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OSA DESIGN GOAL #1: Information Flow and Mobility

OSA assumes that a solution for data control and security should not impede the flow of information around an organization. If users are
used to sending and receiving unsensitive information through links such as electronic mail, this capability must be usable by those
persons who want to move sensitive information around the organization. Security solutions embracing OSA should not impede the
mobility of those users who rely on notebook PCs. These solutions must take into account how these mobile systems can participate in
the overall organizational security scheme.

OSA DESIGN GOAL #2: Time of Unprotection

With OSA-conformant solutions, the entity to be protected (e.g. a file) should be protected automatically and transparently at the time it is
created. It should never exist in an unprotected state. This criteria dictates that when a file is created, protection should be immediately
applied. The protection should be applied as specified by the organizational security policy and should not require the file’s creator to take
any action at all. Protection of entities at their creation time removes the responsibility from the user of having to move items from an
unsecured workstation to a server-based "vauit”.

OSA DESIGN GOAL #3: Protection as an Integral Part of the Data

Protection applied to a file wili always remain with the file regardiess of where the file is located or how the file is transported. Protection
should be in effect no matter where the file physically resides. If, for example, the file is attached to an E-mail message and sent to
another user, the protection applied to the file should not be altered. If the file is copied to a diskette and surface-mailed to a regional
office, the protection should remain with the file. It should not be necessary to risk unprotecting the file so that it can be transferred to
another user.

OSA DESIGN GOAL #4: Centralized Administration

For cost effectiveness, the security scheme impiemented with OSA-compliant products must be able to be administered from a central
location under the control of a single organizational security officer. This security officer must be able to implement the organizational
security policy and bring all endpoints (workstations) under his protection. Provisions must be made to handle endpoints that are local
users connected via a network, or remote users who have no formal communication facilities to the central site.

Provisions must also be made to provide centralized administration in heterogeneous environments of workstations and servers. For
example, from a central point, a Security Officer should be able to perform administration functions for a workstation executing DOS and
Windows as well as for a UNIX-based workstation. Implementing this level of administration requires an organized, central database of
user, workstation and other information that can be accessed to perform these functions.

OSA DESIGN GOAL #S: Integration with Existing infrastructure

The security scheme must be implemented without disrupting the existing program, data and network infrastructure that is in place. it
must function effectively regardiess of the type of network or transport capabilities that are in place.

OSA DESIGN GOAL # 6: Modularity

The most cost-effective solution must be modular. This means that you can begin to implement security and control at any point on the
cost/return curve shown in Figure 1. The point of the curve you select will depend on the level of security you require and the amount of
resources you can invest. Most importantly, as additional security is needed and additional resources become available, the move up the
curve to higher levels of security must be a smooth process. You should not have to nullify or discard any of your existing investment or
resources.
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Figure 1 - Cost Return Curve for Implementing Security and Control
SECURITY AND CONTROL FUNCTIONS PROVIDED BY OSA PRODUCTS

Given both the model of data movement outlined above and the design goals of OSA, we can now examine the specific functions and
purpose of products built to conform to this architecture.

The six 6eﬁtral functions of OSA-compliant, “workstation-centric” solutions are as foIIowé:

Identification and Authentication (I1&A)

I&A is designed to ensure that only authorized users have access to protected items (e.g. workstations, files and directories). I&A begins -
when the workstation is powered on and the user is required to supply a valid user identification and password. Once the user is verified,
the éystem can securely and assuredly pass this information to other parts of the security system or other parts of the organization that
require it (e.g. servers and mainframe computers). I&A should be performed at one location and passed around the organization as
required.

For proper implementation of i&A, there needs to be different levels and options for verifying a user's identity.

At the entry level of I&A, OSA products provide an option for user-1D and password verification. This solution is ideal for low-end PCs and
for PCs that cannot have hardware easily added to them.

For mid-range solutions, I&A can be based on the concept of something known and something possessed. This is the level of security
that one typically finds in Automated Teller Systems. Users are issued a "token™ that functions as a secure container for user
identification and other security related information such as encryption keys. A protected system cannot be activated until the user
presents a token (something possessed) and a valid password (something known). When properly implemented, this token can not only
graht access to a protected PC, but can also be used to grant access to other secure areas of an installation.
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At the high end of the 1&A spectrum, OSA provides a method to address rigorous I&A using clearly defined Application Programming
Interfaces (APIs). This more rigorous I&A requirement might call for the integration of biometric devices such as fingerprint scanners.

Secured I&A (Commeon Sign-on) to Hosts and Mainframes

To deal with the myriad of systems that a single user might access, OSA specifies a Common Sign-On (CSO) capability. CSO can be
invoked to securely and transparently pass user I&A information from a workstation to another system such as a mainframe. When
combined with other architectural features of OSA, this CSO capability allows all connection procedures to hosts and mainframe systems
to be designed and controlled by the Security Officer. CSO also ensures that all access to a host originates from a secure workstation

and that a host is screened from unsecured and uncontrolled logins.

Protection of Files

File protection uses a set of information about the user to control (i.e. grant or deny) access to a file. This information is obtained both
from the 1&A process and from a secured database of user profile information.

Functions that provide file protection are implemented with the following goals in mind:

e The amount of time that a file remains unprotected must be kept to an absolute minimum. As soon as the file is created, protection
should be applied.

e The protection applied to the file should travel with the file as it moves through the organization.

e The protection should remain in force at all times regardiess of how the protected file is transported.

®  The integrity of the data should not be effected. Protected data should remain available to all current applications that were in use
before security was implemented. For example, a spreadsheet file should remain available to an application regardless of the
protection that has been applied.

®  The security-related information contained in or with a file must be able to be laterally transferred between systems of different types.
For example, file protection applied on a DOS based system and interpreted by a DOS-based security kernel must be translated as
needed so that when a protected DOS file is sént to a UNIX system, the file protection remains intact.

How OSA Implements File Protection

OSA-conformant products provide file protection using a technique that makes protection and control an integral part of the file itself. This

protection is implemented by placing a "label” on a protected file that pairs user identification with the actions that the user can perform on

the file. It is similar to placing an address label on an envelope that details who can open and read the contents.

Labeled file protection functions as follows. :

When a user or security officer takes the action to protect a file, there are three items that must be specified. These items are:

¢  The owner of the file. An owner has complete control over the file, is granted full access to the file and is the only person who can
alter the contents of the file's label.

e  Users of the file. Users are any person in the "user community" that may attempt to access this file.

e Privileges. Privileges specify what actions a user can perform on a protected file. Privileges are paired with each user who may
* attempt access to the file. Each pair of user/privileges specifies what capabiltties the user has when access to the file is attempted.
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The owner, user, and privilege information is combined with other control information, formatted into a label and attached to the file as a
"header". After attaching the label, additional protection can be invoked by transparently encrypting both the iabel and the entire contents
of the file. Figure 2 outlines this procedure.

All accesses to protected files are strictly controlied by the security system and rely on the information in the label. Whenever a file is
accessed, the security system checks the file to see if it is protected. If the file is protected, the user is granted only the capabilities for
access as specified in the file's label.
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Encrypted and Protected File Using OSA Labeling

Figure 2 - File Labeling

Note specifically that protecting a file does not change the overall structure of the file. This is why, with regards to file maintenance,
transport and location, protected files can be treated in the same manner as unprotected files. In addition, because the label is made an
integral part of the file, the file's protection travels with the file as it moves throughout the organization.

Administration

Experience has shown that if the administration of a solution is too expensive or requires too many resources to be effective, the solution
will most probably not be implemented. Effective security administration as specified by OSA and shown in Figure 3 ensures the
following:

® Central Point of Control: The most effective way to implement security is from a single central point. OSA specifies that a single
central point (usually an organizational security officer) should be the person who has the capability and responsibility to implement
the organizational security policy. This capability is referred to as Central Site Administration (CSA).

®  Trusted Users to Assist the Security Officer: To assist the Security Officer in performing day-to-day duties, OSA specifies that a
number of Trusted Users can be created by the Security Officer. These Trusted Users can perform a subset of security duties as
needed. Using this scheme, for example, the SO could appoint a group of trusted persons to act as auditors. The auditor's
responsibility would be to gather, convert and analyze audit data as necessary. This scheme of trusted users also allows the SO to
appoint a set of users in field offices to take care of the daily chores of user registration and assistance. These trusted users could
operate under the organizational security scheme, but do not have the capability to alter it. They offload the single Security Officer
from having to deal with day-to-day operational problems and issues.
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Figure 3 - Effective Security Administration

® _ Minimal User Involvement at the Endpoints: To keep the security administration and implementation simple, OSA specifies that
there must be automated procedures available to install and change the security and protection configuration. At a minimum, users
should only be required to execute a simple procedure to install the base security software and a security configuration built for them
by the Security Officer or Trusted User.

L] Application of the Security Policy to All Endpoints: With the increasing number of mobile computer systems (notebook PCs)
that may not always have access to a LAN, it is important to be able to bring mobile systems, remotely located systems and local
systems into the organizational security scheme. The method specified by OSA to accomplish this is an extension of Central Site
Administration. OSA specifies a method so that security configurations can be securely transferred to a user over a network
(perhaps via electronic mail or shared file areas) or if a network is not available, via electronic transfer using a medem or via a floppy
diskette.

®  Cross Platform Application of the Security Policy: To deal with heterogeneous networks, the Central Site Administration portion
of the OSA architecture should be abie to be applied to workstations executing different operating systems. This will require a
centralized "repository” of information to coordinate user registrations and other information.
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Auditing

The function of auditing under the OSA architecture is to provide a constant evaluation of the strength of your security scheme. Auditing
should provide the Security Officer with a set of manageable data that can be analyzed to detect where in the security scheme violations
have taken place. With the results of this information, the security policy can be adjusted to plug any "leaks" that have occurred.

With this purpose in mind, auditing as specified in the OSA architecture is designed to provide the following functions:

®  Recording of Critical Events: As part of the organization's security policy, a set of events that defines a "security violation" must
be defined. This set of events is used by the Security Officer to determine what information is placed into the audit log. Proper
design and implementation of an auditing subsystem as specified by OSA dictates an approach that is granular. A granular
approach allows the SO to audit only the events that are important and preserves workstation or server disk space required to keep
the log. The granular approach also prevents "information overload", a condition that arises when the SO is overwhelmed with so
much data that the time required in analysis does not produce valid results about the effectiveness of the security scheme.

®  Uploadable Audit Information: Auditing the critical events of an installation requires that the record of events from many, widely-
dispersed workstations be collected at a central point, and then combined for analysis. The OSA architecture allows audit files to be
output in standard "database-ready” format and transferred via Electronic Mail or other means to a central site. This allows the
Security Officer the means to prepare an overall organizational-wide view of the effectiveness of the security policy using analysis
and database tools that most likely are already available.

®  Ease of Use: So that breaches in security can be immediately detected at the workstation where they occurred, OSA specifies that
the SO should have a set of easy-to-use, basic analysis tools available. These tools are designed to provide an "instant view" of
workstation activity with a minimal effort and should not destroy or alter any data that may later be consolidated at a central site.

® Real-Time Security Alerts: Workstations connected to LANs have the additional advantage of a "real-time" connection that is
always active. By extending the capabilities of existing network-management tools and combining them with, data-link drivers and
local auditing capabilities, a centrally located Network Administrator can be alerted if and when a security related event (such as an
failed 1&A at a workstation) occurs.

Creation of Security-Aware Applications

As more and more mission critical appiications are "downsized" from the mainframe to the workstation, it is necessary to make provisions
to ensure that these applications are executed in some sort of controlled environment. OSA addresses this need by specifying a method
for making applications “security- aware”. A security-aware application has security as an integral part of its functionality and design. As
an example, security-aware applications may be built with the following capabilities:

*  Use of 1&A Information: The application begins execution only after it obtains the user identity from the security kernel. It may force
the user through a process of reauthentication to ensure that the same user who booted the system and was cleared through I&A is
in fact the same user who is executing the application.

e  Execution only in a secured environment: The application will not execute on an unsecured system. Such an application may be
designed so that it only executes on a system that has been secured, or on a system that has been designated by the SO to be a
member of a certain group of workstations. This controlled execution ensures that if the application is unlawfully moved to another
system, it will refuse to execute. This capability is ideal for sensitive, workstation-based applications that deal with the electronic
transfer of funds, for example.

The benefit of providing the ability to make applications security-aware is that the resuits of authentication are made available and
information such as the User-ID, User Privileges, File Access Capabilities, Group Membership, etc. can be accessed and used as
needed.
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BENEFITS OF OSA

After examining the main features of the OSA architecture it is practical to briefly mention the benefits that can be expected by
implementing control and security products that conform to this architecture.

Implementation

OSA-conformant products are designed so that they can be "gently overlaid” over an existing data processing infrastructure. This means
that all existing applications, networks, and datafiles will not have to be altered as security and control is implemented. Not having to alter
applications, disk structures or other critical items on existing PCs means that the cost of impiementation can be kept to a minimum.

Network Transparent

Since OSA makes use of a labeling scheme that does not alter the structure or integrity of a workstation file (e.g DOS files) , OSA
products can be implemented regardless of the type, number, or mix of networks that are in place. As long as your existing servers and
networks can transport and store files in their native format, OSA products can be used to apply security to these files. OSA does not
require that existing files or secured files be "translated” between formats.

Authorized Information Flow

OSA products are designed so that they will not inhibit your flow of information around the organization. The file labeling scheme used by
OSA does not affect the capability of your E-Mail system to move files to and from many endpoints. In fact, use of OSA and the file
labeling scheme can encourage use of these systems and speed the flow of critical information since files can now be moved over wide
areas after they are protected, and both endpoints can be assured that the file will only be accessed by those who have authorization.

Low Administration Costs

Through Central Site Administration, OSA products allow administration of a large, widely distributed base of systems. The Security
Officer at a central site can not only bring users under the organizational security policy, he can, if necessary, give some security duties to
Trusted Users at these remote sites. With Central Site Administration, it is not necessary for a SO to visit or even have a network
connection to all of the PCs under his control. Central Site Administration does not burden the end user with a long, detailed, drawn-out
instaliation process and does not require the user to be literate in the application or control of the organization’s security policy.

Little or No Impact on User Productivity

Perhaps the most important benefit of products designed to the OSA architecture will be that these products will, for the most part, be
transparent to the user. Users on systems secured with these products will not have to alter their applications or the way they do their
work. Products implementing OSA should be designed to operate at a level where security is enforced, and users are only notified when a
security violation occurs. There are no additional menus or commands that users have to learn in order to use a secure system.

SUMMARY

This paper has outlined a workstation-centric architecture that brings control and security into an organization by beginning at a point
where the data is created (i.e. the workstation) and moving outward.

Although different from most of the other piecemeal security solutions available today, this design provides a flexible set of criteria and
functionality that can be used to evaluate a wide range of data control and security solutions for a mixed environment of workstations,
servers and mobile computers. This evaluation framework, when implemented, will lead to the addition of control and security in a manner
designed to preserve the investment in, and enhance the use of your existing information infrastructure.

An Open Security Architecture 127



REFERENCES

1. Camnahan, Lisa J. A Local Area Network Security Architecture, Proceedings: 15th Annual National Computer Security Conference,
October 1992, pp 340-341

2. Minoli, Dan, Building the New OSI Security Architecture, Network Computing Magazine, June 1992

An Open Security Architecture 128



ADMINISTRATION OF ACCESS RIGHTS IN A MULTI-VENDOR SYSTEM

— A CASE HISTORY
Lee J. Becker Craig A. LaBarge © William S. Buonanni
Defense Mapping Agency Martin Marietta Martin Marietta
Information Systems Directorate Management & Data Systems Management & Data Systerms
8613 Lee Highway PO. Box 8048 PO. Box 8048
Fairfax, VA 22031-2138 Phiiadelphia, PA 19101 Philadelphia, PA 19101
Abstract

The administration of access rights becomes increasingly more complex as different vendor platforms are
combined to make up a single system. Each vendor has unique methods for employing access controls.
The Defense Mapping Agency’s Digital Production System (DPS) is a large, multi—vendor system which op-
erates in a classified environment. The DPS’s tightly—coupled architecture and geographically—dispersed
installations created unique challenges in the development, implementation, and administration of a sys-
tem—wide access control policy. This paper describes the approach used to categorize the DPS users
based on job functions, how the access needs for each category were determined, and describes the devel-
opment of a system—wide model for the assignment of access rights and privileges. The methods used for
implementing and maintaining the access control information are also provided as well as an assessment
of how well this approach is working.

Keywords: Access control, computer security, multi—vendor, policy, administration, access rights,
privileges

Background

The Defense Mapping Agency (DMA) Digital Production System (DPS

The DPS is the culmination of the DMA’s Modernization Program whose mission was to streamline the exist-
ing production processes and utilize an all digital source technology. The DPS functionality is designed
to support a wide variety of Mapping, Charting, and Geodetic (MC&G) products and spans the entire pro-
duction process, from initial planning through product finishing. The DPS development effort produced
approximately 8.5 million lines of application software code. Successful operation of the DPS requires a
large user population with a diversity of roles and functions and an equally diverse range of applications
and data types.

The DPS includes six interconnected segments at each of three DMA production facilities. There are three:
data server segments and three production (client) segments at each location. The data server segments
are the Data Services Segment (DS/S), the Production Management Segment (PM/S), and the Source Ac-
quisition Segment (SA/S). The production segments include the Source Preparation Segment (SP/S), the
Data Extraction Segment (DE/S), and the Product Generation Segment (PG/S). The DS/S provides central-
ized security services, communications services which include device access authorization tables, and pro-
vides for the archiving and retrieval of audit trail information. The other segments perform their missions
in addition to providing security mechanisms for the local enforcement of access policies. The primary DPS
outputs at each center are Digital Product Masters which are copied and distributed to customers and out-
put in lithographic media ready for hardcopy reproduction and distribution.
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System Architecture

The DPS system was designed and developed to support a “system high” security operating mode. The
requirements for the system were defined in early 1985 which pre—dated the Department of Defense (DoD)
adoption of the Nationa! Computer Security Center (NCSC) Trusted Systems Evaluation Criteria (TSEC)[1].
The DPS is a multi—vendor system environment: IBM mainframes (DS/S, PM/S, and SA/S) using ACF2,
VAX/VMS (SP/S and DE/S), UNIX (PG/S and SP/S), and some application specific (proprietary) security
features. Essentially, the DPS provides C2 functionality with the exception of object reuse. The architecture
is semi—distributed (see Figure 1) in that system access control is centraily supported by DS/S while data
access control is allocated to the segment which stores the data. All DPS users are authenticated by DS/S
prior to accessing any DPS resources. Requests for access to data stored in the DPS are adjudicated by
the segment holding the data.

Server Segments
Data Services Production Management Source Acquistion
IBM MVS IBM MVS IBM MVS
ACF-2 ACF-2 ACF—-2
M204 DBMS M204 DBMS M204 DBMS
Data Services
ACentrecl:lizetd I Data Services ;?gﬁesr
cess Lontro H
: Production
Function Network Centers
UNIX
VAX/VMS VAX/VMS UNIX
Source Preparation Data Extraction Product Finishing

Production
{Client) Segments

Figure 1. Overview of DPS Architecture at a Single Production Center

Problem Statement

With the potential for up to 8,000 DPS user accounts across the three DMA locations, the DPS presented
an enormous security administration challenge. This challenge was initially realized during the architecture
development. Due to cost considerations and the full complexity of the task not being fully understood,
the capability to automate access control administration was not included in the DPS design. During seg-
ment—level testing, the administration of access control within individual segments was manageable and
worked well. However, during the integration of all six segments into a single system, the lack of a system—
wide procedure frequently halted verification activities and access denials began to delay the overall imple-
mentation.

The DPS architecture requires off-line pre—coordination of user access rights between segments. To create
a typical DPS user account, access rights and privileges must be established in multiple segments. A user
identifier and system password must be created in DS/S; local data and function access rights must be
established in the user's home segment; and, depending on the user’s function, data access rights may
be needed in one or more server segments. A standardized approach was required to ensure consistent
application and enforcement of security policies across the system. Incomplete specification of access
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rights denied a valid user access to necessary resources, interrupting production; while specifying access
rights too broadly provided a potential for unauthorized access to data and resources.

Problem fution

Giventhe DPS implementation schedule, a mechanism for security administration had to be quickly devel-
oped to facilitate: (1) system—Ilevel testing, (2) system demonstrations, and (3) exercise and rehearsals
prior to start—up to a full production environment. The primary objective was to establish security authoriza-
tions for contractor and government personnel participating in the delivery and start—up activities (up to
75 people per segment) and allow those personnel to quickly gain access to the system, in accordance
with security policy, while relieving the system engineers and cartographic personnel of the detailed imple-
mentation of administrative security procedures.

After the primary objective was achieved, the focus shifted to development of a new procedure which al-
lowed for a smooth transition of production personnel into the DPS operations environment. To accomplish
the objectives, the approach taken buift upon the existing requirement allocation, performed during the sys-
tem design phase, where requirements had been allocated to operations. A standard access control model
was developed for the system, categorizing the DPS users according to function. These categories were
derived from segment staffing and training plans and thus provided the basis for building “user access
groups.” Once the groups were defined, a standard access profile was constructed for each group which
defines: (1) data access across the entire system, (2) device access requirements, (3) and specific system/
segment functionality which are required to perform the users’ activity. A procedure was then developed
based upon the access profiles to be used by security administration personnel to establish user accounts
in atimely and uniform fashion across all DMA components; a highly desirable goal for any security adminis-
tration function [2]. A major goal was to replace an existing 12—page System Access Request form with
a greatly simplified one—page form.

The following sections expand upon the profile development process, as well as the implementation meth-
odology and maintenance approach.

Profile Development

The development of a system—wide model for user access rights was primarily a manual effort involving
the following steps:

1. Determine the access control policies to be enforced

2. Categorize the system users by function or role

3. Determine the access rights required to fulfill each function or role

4. Develop a system-wide convention for documenting the user profiles
The result was a low—cost approach which provided an integrated view of DPS access control policies and
minimized impact to the system design and transition activities.
Policy

Since the access profiles were intended to serve as a detailed system modet! for access control, it was first
necessary to understand the more general policies applicable to the system. The user profiles and the de-
tailed access rules to which they refer must accurately reflect the policies they are expected to enforce.
A set of guidelines was developed to document all known constraints on the granting of DPS access rights.
The guidelines were derived from several sources including DoD and DMA security requirements and
policy, sustomary DMA security practices, and architecture—driven constraints. Examples of DPS policy
guidelines are:

o All DPS users are authenticated by the DS/S centralized access control function.

e Production users are not perfmitted access to operating system command line func-
tions.

e Access to security functions are limited to the segment ISSOs.
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Since several persons were involved in compiling the profiles, a common set of groundrules’ helped to
achieve consistency.

t rizing th r

To simplify the administration and maintenance associated with access rules, the DPS adopted a policy of
specifying access rules in terms of functions or positions rather than individuals. When a user’s job function
changes, that user need only be associated with a new group; in general, no access rules need.to be
changed. The practice of creating access rules on a user—by—user basis is avoided in order to: ensure
that access controls are uniformly implemented at all DPS installations. ;

An initial list of user groups for each segment was developed by examining the segment functlonahty being
provided, the segment and system—level operations concept documents, and the segment staffing plans.
The groups were defined solely in terms of the specific functions they perform on the system and not in
terms of the DMA organization to which they belong. This was done to make the DPS access control rules
immune to any future change in the DMA organizational structure. A one—to—one correspondence be-
tween the names given to the user groups and the actual DMA job titles was not always possible. In many
cases, several job titles may be associated with a single- DPS user group for access control purposes. A
mapping of job titles to DPS user group names was provided as part of the impiementing procedure.

This effort resulted in the definition of approximately 85 DPS user groups. Approximately 25 percent of the
groups consist of users directly involved in MC&G production process. The remainder of the user groups
contain supervisory, administrative, and system support functions.

Determining Access Rights and Privileges

By far, the most difficult and time—consuming part of the process was determining the rights and privileges
each type of user requires in order to perform their function on the system. This required a careful mapping
between user groups, the functions they perform, the data they require or produce, the devices they need
to access, and the level of privileges they require. The access rights needed to be broad enough so as
not to impede system usability, but narrow enough to preserve data confidentiality and integrity. ‘

This task required the synthesis of information from a variety of sources. System interface control docu-
ments (ICD) provided the technical requirements for the interactions between the segments including the
use of network security services and the allowable data exchanges. Production models for the DPS pro-
vided information regarding the data inputs and outputs for each DPS production task. This information,
along with the knowledge of the functions performed by the DPS user groups, allowed for the initial deflm-
tion of DPS access profiles.

A matrix was created for each segment relating the user groups to the data rights, device rights, and privi-
leges they require. These matrices were carefully analyzed to determine if there was an appropriate level
of granularity. Wherever possible, groups with similar access rights were combined in the interest of sim-
plicity. Groups were combined only when it could be determined that data corfidentiality and integrity
would not be significantly degraded. In some cases, the matrix showed two or more groups with identical
access rights except for one or two privileges. The groups were merged if the extra privileges could be
eliminated without degrading functionality or if the risk of retaining the privileges was deemed acceptable.
Conversely, data integrity concerns occasionally led to the definition of additional user groups having more
tightly—defined access rights.

User directly involved in DPS production are typically réstricted to & small set of applications and require
few system privileges. This allowed production users to be organized into a relatively small number of
groups, with each group having a large number of members, The remainder of the users, mostly system.
support personnel, were organized into more numerous groups with fewer members in each group. Thls
approach was taken to allow a finer granularity of control over powerful system privileges. .

The involvement of the segment development contractors and the production organizations in this exerciée
was an absolute necessity. The development contractors provided critical information regarding the inter-
actions between the applications and the security features. The production organizations, being the end
users of the system, provided invaluable insight into operational use of the system. Co
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Documenting the Profiles

Having defined an access profile for each group of DPS users, a common format was used to. document
the profile information. The profiles document internal segment access rights as well as access to system—
wide data and resources. Standard conventions were developed for use in specifying access rights be-
tween segments. As shown in Figure 2, the content of each profile consists of five sections:

" Data/Function accesses. This is a broadly—defined category in arder to accommodate the wide
.. ..variety of access control implementaticns used across the system. When access rights are defined
= 2-interms of specific files or high—level data qualifiers, a standard notation was used to indicate the
" 'segment in which the data is stored, the data type or file name, the access modes permitted (e.g.,
~_read, write, etc.), and the segment(s) in which access rights must be registered. (The latter informa-
. -tionis required since some data transfer operations involve multiple segments.) Depending on the
... - access control implementation in a given segment, this category might also list the specific menu
.. panels that may be accessed or specific segment functions that may be performed. This section
. may also specify that users falling under this profile are to be associated with a user group that has
.. been predefined within a segment using the features of ACF—2, VAX/VMS, UNIX, or other means.
5 For example, a computer operator within a given segment might be assigned the appropriate set
‘of rights by simply associating that user with a locally—defined (i.e., segment—specific) group for

. access control purposes. Regardiess of the form that access rights take across the system, the

= profile indicates the rights required for each type of user and the segment in which those rights are
-/ to be established.

"~ Device Rights. The network access control function checks for valid device identifiers at logon

~'and prior to establishing network connections on behalf of the user. To support the establishment

of user device rights, the access profiles provided a list of generic device types from which a user

. _may logon as well as other network hosts to which a user may establish logical network connec-
" “tions. Devices are indicated using a system—wide naming convention for network devices.

.--Data Base Privileges. These include any privileges required by user in order to access data from
=+ cwithina data base management system (DBMS). A user accessing data within one of the IBM main-
frame—~based segments may require privileges to be established within the DBMS in addition to
those established within the ACF—2 security software. Data base privileges are identified using

" .. the syntax required for the particular DBMS.

. Segment—level Privileges. These are privileges which may be granted at the segment level and

-~ generally granted only to the users of that segment. For example, the profile for an ISSO of an IBM -

- based segment might include the ACF—2 privileges “SECURITY" and "ACCOUNT" while the profile
of a VAX/VMS —based segment might include the privileges: “SECURITY” and “SYSPRIV.”

System—level Privileges. These are privileges provided by the network which may be granted

to users in any of the attached segments. One common example is the THIRD PARTY LOGOFF
_ privilege which allows a privileged user, such as the Segment ISSO, to perform a network logoff
- of another user within that segment.

The access profiles are stored off-line from the DPS in a personal computer—based data base maintained
by the System ISSO. The profiles are distributed in hardcopy form to Segment ISSOs at each DPS location.

Procedural implementation

The concept of system—wide user access profiles was introduced by integrating it into a simplified proce-
dure for processing requests for DPS logon accounts, keeping the technical details transparent to the user
community.. The procedure defines the coordination between segment ISSOs that must take place in set-
ting up system—wide access rights for a new user. Figure 3 shows an overview of the coordination proce-
dure.

By providing the access profiles to the ISSOs as a system—wide model for granting access rights, the pro-
cess of setting up access rights across the system is made transparent to the users. To request an account
for a user, the user’s supervisor needs only to provide basic identifying information about the user, indicate
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PROFILE #: RSPO1 DPS ACCESS CONTROL PROFILE 1/15/93

SEGMENT: SP JOB POSITION/FUNCTION: - CARTOGRAPHER
DATA SUBGROUPS/OTHER EQUIPMENT/DEVICE ID
(System—wide data access rights)

A84 (ALL)

PM) PRFEAS

gSA; SADATA (g}l) é(s ES) cas Ly

DS) HISELO (R} (DS) \ H10A001

Segment(s) in which
permissions are required

Access mode (i.e., read, write)
Data high—level qualifier
Segment in which data is located

Host and workstation
OTHER INTERNAL SEGMENT PERMISSIONS: rights using standard

system device identifiers
.LOGIN.TA (VAX ONLY)
.PROFILE_ADHOC (UNIX ONLY)

\

Local, segment—specific access rights. The exact
nature and syntax varies from segment to segment.

DATA BASE ACCESS
(DS) PSWD, X'FF’, HIGH, ALL

Segment in which \ Data base permissions in SEGMENT PRIVILEGES
permissions are required segment —specific syntax
VAX PRIVILEGES:
SYSTEM PRIVILEGES
GRPNAM
CHANGE PASSWORD DETACH
\ GRPPRV ~
Privileges granted by centralized SHARE Local segment
access function privileges
MISCELLANEOQUS: (Any additional ISSO information or instructions required)

Figure 2. Access Control Profile Example
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the user's job function, and certify the user’s clearance and need—to—know. The ISSO in the user’s home
segment determines the applicable profile based on the user’s job function and establishes local segment
access rights according to the profile.

o Creates logon account and
issues initial password

o Establishes device and data
access rights per profile

o Grants system privileges

Profiles

Data Services
ISSO | " I-|=.

Request
Form

INITIAL
SYSTEM
SSWORD

Profiles

USER'’s Request | Local
SUPERVISOR —E—* S?gsmgnt

o Provides basic indetifying o Determines profile based
information for new user on user’s function .

o Certifies user’s clearance o Establishes local access Other Server Profiles
and need--to—know rights per profile

o ldentifies user’s job o Goordinates with other Segment b - - - “——_
function IS8Os per profile ISSOs

o Establishes data access
rights per profile

Figure 3. Access Request Coordination

The profile also indicates the other segments in which the user will require access rights. The local segment
1SS0 can then forward the request form to the 1ISSOs in the other affected segments. These segment ISSOs
establish rights for the new user according to the profile, sign the form, and return it to the originating seg-
ment ISSO for tracking purposes. At a minimum, all requests for new accounts are forwarded to the local
Data Services Segment ISSO who establishes the network logon account and issues.a temporary pass-
word. Since all intercenter data transfers are accomplished as process—to—process transactions, users
do not normally require accounts at other DPS locations.

Profile Maintenance

Several aspects of the development of access control rules are analogous to the development of software.
Even the most carefully developed access control rule set will contain bugs and will require changes and
updates over its lifecycle.

Leveraging off the similarity with software maintenance, the same configuration management tools used
for software problem reporting are also used to report DPS access control problems. The Segment ISSOs
use DMA’'s Automated Configuration Management System (ACMS) to report problems and track them
through resolution. ACMS, with terminals located at ali DMA production centers, allows for proposed ac-
cess control changes to be coordinated between the System ISSO and the 1SSOs of all affected segments.

In practice, discrepancies reported via ACMS generally involve errors in the profiles or errors in entering
the profile information into a segment’s access control lists, or failure to follow the coordination procedure.
ACMS is also used by the segment ISSOs to recommend improvements or refinements in the access pro-
files. ,

If the coordination results in the need to change a profile to correct a problem, the System ISSO updates
the profile and distributes hardcopy updates to all holders ofthe access profiles. In emergency or time—crit-
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ical situations, Segment ISSOs are authorized to make temporary changes to the profiles, provided that
a follow—up discrepancy report is entered into ACMS for formal coordination and resolution.

Current Assessment

The profiles and coordination procedures have been used successiully at all three DPS locations for over
a year. After conducting initial training sessions and procedure walk—throughs for ISSOs and supervisory
personnel at each center, the concept of profiles was readily accepted. Although users are advised to allow
five working days for the processing of access requests, the coordination process is often completed in
less than one day.

The number of discrepancy reports involving access contro! problems dropped sharply in the first few
months following implementation of the procedure. Prior to implementing the procedure as many as 50
discrepancy reports were received in a single month. Today, there are typically 1 or 2 reports of problems
at most in a given month and most are attributable to routine maintenance of the profiles due to changes
in configuration or operations. Access denials due to errors in specifying access rules have become a rela-
tively infrequent occurrence.

Having a system—wide model for access rights allows the segment ISSOs tc quickly diagnose and resolve
the few problems that do occur. The profile maintenance procedures that have been established provide
the ISSOs with a means of recommending changes and enhancements to the profiles, continually adding
to the quality and accuracy of the profiles.

Summary

In this paper we described an inexpensive and practical approach to the administration of access control
in a large, complex, multi—vendor system. We described the methodology used to establish a uniform set
of user groups and to define an appropriate set of access rights and privileges for each group. We also
described a method for the ongoing maintenance of the access profiles that takes advantage of existing
configuration management procedures.
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ABSTRACT

This paper deals with complex systems, systems made up of systems. To make the
protection problem manageable, we divide the complex system into pieces,
addressing each piece the way simple systems are now treated with the Trusted
Computer System Evaluation Criteria (TCSEC). Each piece, called a domain of
constant policy (DOCP), has a single policy supported by a single TCB (division/class).

As in a simple system, we determine division/class using DoDD 5200.28, Enclosure 4.
Using the DOCP's associated n-tuple (n operational security policy parameters such
as clearances and classifications), a risk index is identified, subject to modification by
the Designated Approving Authority (DAA).

Connected DOCPs are subject to cascading risk, requiring a search that considers
each pair of potentially intercommunicating DOCPs. Identified risk increases can
result in an increased risk index, called exposed risk index. This is a primary factor
used to determine DOCP division/class. Risk contributing DOCPs are candidates for
operational policy changes or added mechanisms.

Optimal operational policy is determined through requirement and design iteration,
i.e., seeking lowest affordabie risk. A revised uivision/class selection is assigned to a
DOCP based on this iterative process. An interface policy is developed, constraining
communications to conform to all security policies, including local policies, e.g., two-
man rule, and mutual suspicion. Global policy is developed across DOCPs, consistent
and mutually supportive in areas such as identification/authentication, audit, and
trusted recovery. The result is a better defined DAA certification and accreditation
objective, which helps to more precisely define the procurement specifications.

INTRODUCTION

The purpose of this paper is to provide a methodology to assist the heads of DoD
components at procuring, certifying, and accrediting complex, evolving, multipolicy
systems against the TCSEC [1] requirements, consistent with and accommodating the
guidance provided in the Trusted Network Interpretation (TNI) [2] of the TCSEC and
the Trusted Database Management Interpretation (TDI) [3] of the TCSEC. This
proposed methodology can be used when any or all of the following system
characteristics exist: a) complex - the system is made up of systems; b) evolving -
part of the system exists and the rest of the system is being added; and c¢) multipolicy
- different parts of the system support different policies requiring different modes
of operations, hence, different divisions/classes.
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Eight new terms critical to the concepts of this paper are introduced and defined
below. 'Other important terms are taken from the TCSEC [I], the TNI [2], the TDI [3],
and DoDD 5200.28 [4]. The new terms are:

Domains of Constant Policy (DOCPs) - Unique pieces of the system, each with asingle
policy and an associated TCB. DOCPs were first introduced in [5] and became Air
Force Guidance in [6].

N-tuples - Operational security policy parameters associated with a DOCP used to
determine division/class. “n” may be different for each procurement. A basic set of
n-tuple parameters, e.g., classification and clearance, is required to determine the
remaining derived parameters, e.g., risk index, exposed risk index, mode and
division/class. See the last paragraph of the “Domains of Constant Policy” section
below for an example.

Operational Security Policy - Design and operational choices that satisfy regulatory
security policy, e.g., the 5200.28 documents [1, 4, and 7]. This policy includes
established operational policies (DOCPs and security parameters (n-tuples)), and
security rules of operation [8, Section 2.3].

Exposed Risk Index - An adjusted risk index for a DOCP determined from DoDD
5200.28 [4], Enclosure 4, that considers exposure (cascading risk) from other DOCPs.

Contributed Risk - The summed amount of increase in exposed risk potentially
contributed by a single DOCP to all other DOCPs. Two DOCPs could potentially
increase the risk index of a third DOCP from its original level, i.e., providing an
exposed risk index. However, in the analysis, only the highest level of calculated
exposed risk from any one of the contributing DOCPs is used to increase the risk
index of the third DOCP. Nevertheless, each of the contributing DOCPs receives an
increase in contributed risk.

Solely Contributed Risk - The risk contributed by a DOCP which could not have also
been contributed by another, summed across all other potentially contributing
DOCPs. ' : :

Interface Policy - Policy established for control of data flow between each pair of
communicating DOCPs.

Global Policy - System level requirements to be satisfied by all DOCPs, e .g., audit,
recovery, and identification/authentication.

DOMAINS OF CONSTANT POLICY

DOCPs are, in general, nonoverlapping subsets of the system, that, in combination,
completely cover the system. In figure 1, we see a composition of an automated
information system. If we divide the system into well defined pieces then define
their interface policies with one another as well as the global policy each piece must
support, we use the DOCP methodology. A DOCP consists of a well-defined
boundary, where an isolation mechanism exists or can be employed, and an n-tuple
defining security characteristics. The isolation is required to ensure that
communications is taking place only over known, designated channels. Each DOCP
will have a TCB for support of its own security requirements, however, some of the
mechanisms, e.g., audit, may be shared with another DOCP. This is the only
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exception to the nonoverlapping principal. The n-tuple that represents operational
policy can be simple, e.g., clearance and classification levels, or complicated, e.g.,
with categories and other parameters.

AUTOMATED INFORMATION SYSTEM
TYPES:
MONOLITHIC
WO roseau
INTEGRATED & CERTIFIED DIFFERENT
EVOLUTIONARY - DIVISION/CLASS
OBJECTIVES:
SECURITY
PART OF
TOTAL
SYSTEM REQ.
oMINIMIZE
COSTTO
GOV'T. (e.g.
Build, Cert.
Accredit) CUSTOMIZED/
. Not TAILORED
LRAO”_NOT Evaluated Not Evalugted
OFFEROR .
SOLUTIONS cotspropuTs REQD POLICIES:
oDOMAINS OF
FACTORS: ~ CONSTANT POLICY
eCOTS PRODUCT MAY ONLY BE PART OF ®INTERFACE POLICY
SECURITY SOLUTION (e.g. Cascading)
®THERE ARE SYSTEM REQUIREMENTS ®PHASED BUILD
THAT IMPACT SECURITY SOLUTION POLICY

FIGURE 1: AUTOMATED INFORMATION SYSTEM

For the purposes of this document, the n-tuple parameters considered to be basic are
values of the parameters: minimum classification of data; maximum classification of
data; minimum security clearance; maximum security clearance; categories, e.g.,
compartments/caveats; buiid status, e.g., existing, EPL product [9], to be built; and
level of assurance achieved, e.g., EPL evaluation at some level [9], certification
evaluation at some level, no evaluation, or other. Those n-tuple parameters
considered to be derived are: risk index, exposed risk index, mode, and
division/class. Thusin thiscase n = 11, where 7 are basic and 4 are derived.

RISK ASSESSMENT

A DOCP and its n-tuple are working entities in the sense that tradeoff decisions
based on a propagated risk assessment concerning policy, costs, and mechanisms



may make it necessary to change the (one or more) DOCPs and their characteristics.
Many of the concepts of propagated risk were presented in [10]. itis only after these
adjustments are completed that the derived policy parameters, e.g., exposed risk,
mode, and TCSEC division/class, are finalized. ‘

A smali part of the risk management process for simple systems is the risk assessment
procedure identified in DoDD 5200.28 [4], Enclosure 4, that identifies a risk index
using some of the operational security policy, with other considerations, to guide
the DAA in making adjustments. The same procedure is used for DOCPs with the
exception that the cascading risk from intercommunicating DOCPs is also taken into
account. Exposure is represented by changes to the operational security parameters,
i.e., one or more of the the n-tuples, before Enclosure 4 is applied. The exposed risk
is a new risk index value called the exposed risk index.

Contributed risk is the summed amount of increase in exposed risk potentially
contributed by a single DOCP to all other DOCPs. As explained in the terms listed
above, two or more DOCPs could have potentially changed the risk level of yet
another DOCP from its original level, but in the analysis technique, only one is:
considered. Nevertheless, they all receive an increase in contributed risk. Solely .
contributed risk is the risk contributed by one DOCP which couid not have been aiso
contributed by another.

The exposed risk can be decreased by changing either the local operational policies
or the operational policies of the contributing DOCP(s). The contributed risk factors
are an indicator to the DAA where the changing of policy or the implementation of
guards may do the most good in reducing the risk of the overall system. This is all
done before mechanisms are considered, thus, as you might guess, this is the first of
two iterations. The two contributed risk factors, contributed risk and solely
contribute risk, help identify to the DAA the areas where changes in operational
security policy can have the largest risk reduction advantage. It is here,
identification of the largest risk reduction advantage, that this methodology will
have the greatest (most positive) impact on the certification and accreditation
requirements. Manipulation of the operational security policy, based on
propagated risk analysis, will provide the DAA the most flexibility in cost/risk
tradeoff decisions while defining the eventual certification and accreditation
objectives. This in-turn, better de?ines the design and development requirements,
hence procurement specifications are better defined. The propagated risk
assessment is repeated to assess the shared risk aspects of the adjustments.

INTERFACE POLICY

There needs to be an explicit interface policy considered between each DOCP and
every other DOCP with which it communicates. The interface policy can be thought
of as an augmentation to the exportation policy of the TCSEC, however, in many
cases, both exportation and importation concerns are expressed. The need for a
trusted path to share and mediate security variables also should be assessed. In
sending data, a DOCP must support intercommunication {(exporting) policies
established by its division/class.

A DOCP has two interface responsibilities: 1) it must ensure that data it sends

continues to be supported by the policies imposed on it and, 2) it must appropriately .
handle data it receives based on any policy information known about that data.
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The policy can be discretionary and/or mandatory and includes categories, e.g,
compartments, caveats, need to know. The responsibility for establishing the policy,
linking it to the data, and assuring proper understanding by the receiver is required
of the sender. Policy can be preestablished based on data identification through
DOCP agreements, communicated via labels, or communicated and implemented
manually by security administrators.

Sending DOCPs must be assured that data is being released into a system that can be
trusted to interpret and carry out the policy. Factors to consider include the
potential for eavesdropping, spoofing, or policy alteration.

Once data is in the possession of a receiving DOCP, it becomes the responsibility of
that TCB to impose its knowledge of the policy on that data and treat it accordingly.
Suspected or actual violations of interface policy must be treated as a special case
and the data protected.

A DOCP may not be affordably and certifiably able to support division/class increases
determined by considering exposed risk. Special communications mechanisms or
added protection features within a potential receiving DOCP may help to ameliorate
this situation, i.e., decrease the exposed risk. This can provide an operational
solution that must be agreed to by a potential sending DOCP. In any case, the DAA
from a sending DOCP has the ultimate responsibility for adequate enforcement of
his or her own DOCP security policy. .

In a policy of mutual suspicion, a sending DOCP must establish interface policy
consistent with the level of trust it has established for potential receiving DOCPs. If
the level of trust determined does not coincide with the certification and/or
accreditation level given that DOCP, the sending DOCP should further restrict the
communication policy, beyond that normally implied by the TCSEC and its
interpretations, to a level where the sending DOCP is willing to accept the remaining
risk. Similarly, if a receiving DOCP cannot trust the content or policy associated with
data provided by another DOCP, then a receipt and handling policy must be
established consistent with the risk the receiving DOCP is willing to accept. This
policy may be more restrictive than that required by the TCSEC and its
interpretations.

GLOBAL POLICY

Global considerations pertain to systems for which there can be or has been no
accreditation against a well defined global policy such as that stated in the TDI. If
TCBs share mechanisms, e.g., identification/authentication or audit, each individual
TCB must be certified alone, using that mechanism. The DAA must use the evidence
from those certifications to ensure consistency with interface policy between the
entities and any policy of which this shared mechanism is a part.

To be secure, either there shall be no sharing between DOCPs of discretionary
controlled data, the entire connected system shouid satisfy a single previously
established discretionary access control policy, it must be accomplished by sharing
access control mechanisms, or DOCPs must share access control information between
mechanisms, ensuring a secure protection and a system that cannot be defeated
because of time lags and communications threats. In older systems that do not allow
subjects to access objects in other systems, this requirement is often satisfied because
only standard messages are formatted and allowed to be transmitted. In these cases
the subjects do not have access to objects beyond the scope of their own TCB.
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Even if each TCB has its own data for identification and authentication, the
information for individual users that may potentially request access in more than
one TCB or may have access to objects in more than one TCB, must be consistent. The
individual cannot assume more than one identity or be performing two functions
simultaneously, unless the system security has accounted for such support. There
must be a way to associate audit records generated by different TCBs for the same
individual subject. '

Someone must be assigned the authority and assume the responsibility of security: -
administrator for each of the TCBs. In addition, a security administrator must .
represent the authority of each hierarchical stage of DAAs.

Implications of failure of one of the component TCBs must be reviewed from the
standpoint of impact to all of the other intercommunicating entities. A way to
cooperatively shut down and recover in a secure manner must exist. ‘

Component TCBsffoIIowing the subsetted TCB principles set forth by the TDI need |
not be cr?ncerned with additional interface and global policies beyond those stated
within the TDI.

PROTECTION ASSESSMENT

With the operational policy (DOCP and n-tuples), interface policy, and global policy
established, design can be accomplished based on the divisions/classes chosen.
Upgrades to existing architectures will probably involve providing mechanisms to
support the global and interface policies. System and TCB isolation may need to be
enhanced. Compensation for previously ignored exposed risk may involve manual or
automated guards, and strict interface control. Some mechanisms may be replaced
to take advantage of technology advances. New and replacement designs will take
advantage of EPL products [9] where possible.

Besides protection mechanism assessment, there needs to be an assessment of
assurance. This includes determining the evaluation rigor used, or planned to be
used, in testing and evaluating the DOCP. In both upgrade and new systems with
EPL products, a strategy for certification must be developed that maximizes the use
of prior evidence, while not diminishing the quality of the assurance.

It is at this point a second iterative analysis should be undertaken to take into
account the success of the proposed mechanisms in meeting the regulatory and
operational security policy. It allows reexamination of the process all the way back
to the specification of operational policy. The two contributed risk factors, i.e:,
contributed risk and solely contributed risk, again help identify to the DAA the areas
where changes in operational policy can have the largest risk and cost reduction
advantage. The protection assessment can be redone considering actual
architectural solutions. What remains is a statement of the residual risk within the
system. The DAA must determine the acceptability of the risk and, if required, the
process must be reviewed and corrected.

The results of this second iterative analysis may cause revisions to the operational
security policy and security architectural design. ‘At this point, new development
may begin. The (revised) operational security policy is used along with regulatory
security policy as a basis for defining certification and accreditation objectives.
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These certification and accreditation objectives should then be translated into
procurement objectives.

The DOCP approach does not preciude use of the TNI and TDI in any way. It does,
however, deal with the cases in which those interpretations cannot be employed. In
using the TNI, the network system, the policy, and the NTCB become associated with
a single DOCP which uses the TNI and TCSEC in the specified manner. It is then
possible to develop an interface policy and a global policy which considers this
network DOCP as part of an even larger system. When using the TDI, the rules are
employed to determine more and less primitive TCBs within a DOCP. The TDI system
policy can then be treated as a policy or a single TCB within a larger system.

SUMMARY

Manipulation of the operational security policy will provide the DAA the most
flexibility in cost/risk tradeoff decisions while defining the eventual certification and
accreditation objectives. This will facilitate more precise procurement specifications.
We recommend DOCP use as the conceptual approach in complex, evolving,
multipolicy systems for the following reasons:

o It offers a solid, intuition supported approach for procurement administrators
and DAAs

o It requires the statement of operational policy (DOCPs and n-tuples) from the
using organization and architecturally reflects that in the design

o ltenforces precise system covering boundary definition

o It allows, and in fact encourages, cost/risk tradeoffs and iteration of
operational policy assignment

o It can be applied to pre-regulatory (TCSEC, TNI and/or TDI) systems where the
interpretation of TCB must be made

o Itdoesnot preclude, and in fact supports use of the TNl and TDI

o It forces consideration of cascading risk, requires interface policy, requires
global policy

oIt accommodates/promotes use of EPL products since the basic building block
entity of a system (a DOCP) has a single policy represented by a division/class
requirement of the Orange Book

o It addresses security interface requirements to be satisfied if an EPL product
component is going to be integrated into the overali security of the AlS system
which may contain other EPL products, existing secure systems, or "to be custom
built" specifications

NCSC-TG-024, A Guide to the Procurement of Trusted Systems [11], a four volume
series, pertains to simple systems and is in the process of publication. A goal is to
develop a version of this guideline series to be consistent with the ideas of this
paper. Volume 2, Language for Specifications and Statements_of Work, will-be the
first document to be revised as a STRAWMAN using this concept.
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The STRAWMAN was delivered to the Government in March 1993, as Howard
Johnson's last deliverable under contract before his passing on 14 May 1993.
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A PROTOTYPE DISTRIBUTED AUDIT SYSTEM
By

Debra L. Banning
SPARTA, Inc.
615 Nash St.
El Segundo, CA 90245

Security auditing systems are used to detect and assess unauthorized or abusive system usage.
Historically, security audits were confined to a single computer system. Recent work examines
ways of extending auditing to include heterogeneous groups of computers (distributed systems).
This paper describes the design and prototype development of a Distributed Audit System (DAS)
which was developed with funding received from Lawrence Livermore Laboratory and through
the Master's thesis effort performed by the author at California State University, Long Beach.
[1] The DAS is intended to provide collection, transfer, and control of audit data on distributed,
heterogeneous hosts. ' ’

INTROD ION

The problem to be solved by the prototype is: "How can we control audit data amongst heterogeneous hosts in-a
network?" It has been a long time goal of intrusion detection designers to provide a means for determining
abnormal activity amongst users on a stand alone system. However, when different types of systems become
interconnected in a network, interoperability between the systems becomes lost. The primary need for
interoperability lies in defining a standard communications structure between different types of hosts. To do this it
is also necessary to define a standard set of information that would be collected amongst different types of
operating systems. .

The DAS prototype is designed to provide this communications structure and framework for a standard definition
of manageable audit data. The DAS prototype uses network management protocols and a graphical user interface
to provide control over security audit data at distributed hosts from a centralized location. It is designed to take
advantage of, but not duplicate, the many intrusion detection systems currently available or under development.

AUDITING AS A NETWORK MANAGEMENT CTION

Network management protocols provide a mechanism for transmitting network performance information from
remote nodes to a central collection point. The collection and reporting process for performance data and: audit
data are very similar. From review of the protocols it was determined that the network management protocols
could be adapted for collecting, reporting, and transmitting audit. information in a distributed network. This
section gives a brief description of network management protocols and their applicability to distributed auditing.

Introduction to Network Management

Network management is accomplished by managers at local management stations and agents at remote managed
nodes exchanging monitoring and control information via protocols and shared conceptual schema about a network
and its components. The shared conceptual schema mentioned above is a priori knowledge about "managed
objects” concerning which information is to be exchanged. Managed objects are abstractions of system and
networking resources (€.g., a protocol entity, an IP routing table, or in this case, auditing resources) that are subject
to management. Managed objects have attributes, operations, and notifications that are visible to managers. The
internal functioning of the managed object is not visible to the manager. Currently, an agent is responsible for
conversions between a managed system's internal format of managed objects and the external format of managed
objects (i.e., the form expected by the manager).
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Using management services and protocols, a manager can direct an agent to perform an operation on a managed
object for which it is responsible. Such operations might be to return certain values associated with a managed
object (i.e., get a variable), to change certain values associated with a managed object (i.e., set a variable), or
perform an action, such as self-test, on a managed object. In addition, the agent may also forward to the manager
notifications generated asynchronously by managed objects (e.g., send updates periodically).

Network Management Architecture

The Network Management architecture described here consists of a Management Information Base (MIB)
containing a list of managed objects, the International Organization for Standardization (ISO) Common
Management Information Services (CMIS)/Common Management Information Protocol (CMIP) Manager and
Agents [2]. The Managers and Agents exchange information based on the managed object definitions contained in
the MIB, and the ISO network management protocols that facilitate the exchange of this information.

CMIS/CMIP Manager and Agents

The Common Management Information Services (CMIS) are the set of services provided by the Common
Management Information Service Element. The Common Management Information Protocol (CMIP) supports
these services. A CMISE-service-user is the part of an application process that makes use of the Common
Management Information Service Element. An invoking CMISE-service-user, or "manager’, may invoke a
management operation. A performing CMISE-service-user, or "agent”, is the process that performs a management
~operation invoked by a "manager.” S

~ CMIS/CMIP supports a full set of basic services to facilitate standardized communication between CMIP managers
and CMIP agents for monitoring and controlling network resources. The CMIP application can be run over a full
OSI stack of protocols; however, it is also possible to run CMIP over a TCP/IP transport stack. In either case,
CMIP always uses the ISO application layer services of the Association Control Service Element (ACSE) and the
Remote Operations Service Element (ROSE). ACSE is used to establish and release associations between
application entities. ROSE is the ISO equivalent of a remote procedure call. ROSE allows the invocation of an
operation to be performed on a remote system. A CMIS/CMIP manager and agent applications could use
adaptations of the ISO Common Management Information Service Element (CMISE) to exchange information and
commands for the purpose of auditing. '

CMISE provides to managers the ability to "multicast” operations to be performed on a group of managed objects.
Through CMISE services, a manager can perform a single operation on a group of managed objects. A distributed
audit mechanism could use such a service to assist in responding interactively to network attacks.

CMISE also provides facilities for a managed "agent" to send multiple linked responses to a manager. An Audit
Agent (AA) could use this type of service to send detailed information to an Audit Manager.

Management Information Base (MIB)

A MIB is a list of managed objects, described in external format, which are considered useful for a particular
application. A managed object is an abstract representation of a network resource that is subject to management.
The objects of the MIB are defined in terms of their attributes that can be affected by management protocols.
CMIP-based AAs instantiate the objects that are defined in the MIB and CMIP-based AMs operate on those MIB
objects.

A MIB has been developed for the management of the Internet. The Internet MIB contains managed objects
considered essential for either fault or configuration management. The managed objects can be read-only or read-
write, and help a manager determine the status of his network elements. Using the Internet MIB as a model, an
Audit Management Information Base (Audit MIB) can be developed.
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The Audit MIB would define the managed objects upon which the CMIP-based Audit Managers may operate. The
definitions of these managed objects would be derived from end-user requirements. In the DAS, the end-user
requirements come from the needs of the audit analysis technique used at the AM. The Audit MIB must define
managed objects such that the AM's audit analysis tool would be capable of detecting abnormal behavior at the AA.
Once the managed objects have been defined in the Audit MIB they are not removed. Commands issued from-the
AM are used to create/delete instances of the defined managed objects such that information may be obtained about
them.

It is envisioned that an Audit MIB will encourage growth in distributed aundit applications as has been seen in the
area of Network Management. Implementations of AAs will have a standardized set of objects (the Audit MIB)
that they will instantiate, therefore, it will not be necessary to create new agents for each new audit application.
Likewise, implementors of distributed auditing applications will be able to concentrate on the specific application
and not have to invent all of the supporting processes. Complete standardization of the Audit MIB is being
addressed by standards committees and will take the cooperation of the computer security and vendor community.

Note that the Audit MIB object definition is written in Abstract Syntax Notation (ASN.1) as defined by
ISO/CCITT [3]. This notation provides a mechanism for uniquely defining the semantics and syntax of the objects
in a machine independent fashion that increases the scope of interoperability for the Audit MIB.

DISTRIBUTED AUDIT SYSTEM DESIGN AND PROTOTYPE

The DAS design consists of 4 primary components:

(1)  Audit Agent (AA)

(2)  Audit Manager (AM)

(3)  Audit Data Communication System (ADCS)

(4)  Audit Management Information Base (Audit MIB)

Figure 1 shows the overall DAS architecture. These components are described in the following sections.
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HOST
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AGENTS Ao
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HOST
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Figure 1. DAS Architecture
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Audit Agent

The Audit Agent (AA) application resides on all host systems being monitored in a network. The AA application
provides the ability to retrieve collected audit data and transfer this audit data to the Audit Manager (AM).

At the AA it is assumed that audit data is collected from operating system and network interfaces and stored in
some local form. The audit data storage is usually in the form of an audit trail but may also encompass
administrative and special purpose local logs. The information maintained in the audit trail and local logs may
actually consist of more information than is used by the managed objects. It is the responsibility of the AA
application to retrieve the necessary attributes about a managed object from the stored data.

Most operating systems provide utilities to record accounting and some security-related information. The ultimate
desire for the DAS would be to use systems that maintain C2 audit logs. However, this may be currently
unrealistic though the Government has a goal of making all of their systems C2 compliant in the future.

For the prototype DAS the UNIX systems to be used do not have C2 audit logs. The only log maintained by the
UNIX System V operating system is for accounting purposes. Security-related data will be obtained utilizing
several UNIX utilities and from the accounting log.

For the prototype, the /var/adm/wtmp file is used to obtain information concerning user login and logout. Changes
in a user's effective ID is obtained from the /var/adm/messages which logs an entry every time a user does a "set
user”, "su", command. Information concerning the process a user is running is obtained from the /var/adm/pacct
file. :

To save overhead, the DAS prototype does not actually formulate a "security log." Instead user information is
obtained dynamically from the available administrative logs, /var/adm/wtmp, /var/adm/messages, and
/varfadm/pacct, and stored in temporary structures for response to user requests.

Once audit data is retrieved the AA is responsible for translating the local representation of the audit data (e.g.,
"C" structures, audit records) into an external form (i.e., managed object representation). As stated, earlier,
managed objects are in ASN.1 definition that is understood by both the AAs and AMs.

In addition, the AA is capable of responding to AM commands to obtain additional audit information or modify a
threshold that would trigger event reporting. The AA application is capable of responding to commands issued by
the AM. The command set used is defined by the CMIS services provided under the ADCS.

Though in most cases the AM will request information about a managed object, it is desirable for information on

some events (e.g., user login) to be sent asynchronously to