
Privacy Engineering Objectives and 
Risk Model 
Objective-Based Design for Improving Privacy  
in Information Systems 

Presenter
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we tried to run the development of the methodology in parallel with the development of the Framework, but that turned out to be difficult. And one of the main reasons we believe that it was difficult was b/c we came to realize that privacy and cybersecurity as fields are not in the same state of maturity when it comes to risk assessment. At the Framework workshops, security people could sit in a room together and speak more or less the same language. They had consistent terminology, they understood security objectives in similar ways, and they have well-developed tools such as risk models, control catalogs and technical standards. So if a security engineer wants to keep some data confidential, she doesn’t sit down at the computer and start coding up an encryption protocol, there are existing standards to choose from and guidance built on assessments for how to apply the standard. 

Can we say the same thing for privacy? If someone wants to de-identify data in a big data set to protect privacy, are there standards that provide that capability and have been tested for the boundaries of applicable use? And frankly, a number of people at the CSF workshops weren’t even sure how to approach privacy at all, let alone consider whether there were any control catalogs or technical standards available to improve their ability to design systems that could protect privacy. Many of the security people thought that if they had good data security, they had fully protected privacy.

Enter privacy engineering. B/c we also realized that even though the Roadmap for the CSF calls for more work in technical standards for privacy, if we tried to jump right into that work, we’d run into some of the same problems since we are missing some key foundational tools like design objectives and risk models. So for NIST, this is an initial exercise in filling in some fundamental gaps.

Nonetheless, to be clear, this privacy engineering work although influenced by is not a direct extension of the work under the CSF. This is an independent activity intended to support a number of domains in which NIST does research, not just cybersecurity.




First Privacy Engineering Workshop 
Purpose: 
• Consider analogous models 

 - Focus on objectives 
• Identify distinctions 

 
Key Outcomes: 
• Communication gap 
• Positive interest in a risk management model 
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It will be helpful to do a little more background about the first workshop we held this past April before turning to the substance of today’s workshop.

The goal at the April workshop was to look at analogous models such as cybersecurity and safety risk management to see the way the tools and models were constructed. One thing that we noticed and raised for discussion at the workshop was these other fields all had design objectives. For example, cybersecurity has the triad: CIA. Objectives, or system characteristics are pretty fundamental b/c they help drive the development of system requirements, which in turn drive the selection of controls and the development of technical standards to implement the controls. They also help on the evaluation side, as criteria can be developed to assess whether a system is meeting the objectives. We felt that this type of objectives was missing in privacy along with a risk model and we wanted to see whether these components could be developed for privacy and provide the same benefits as in other fields. 

We also wanted to identify where there might be distinctions between privacy and other fields and how those distinctions might impact the development of the foundational components. 

There were a number of outcomes or considerations that came out of the workshop, and are captured more fully in a summary that can be found on our website, but I highlight these two as being particularly relevant to discussion at this workshop

The communication gap. It became clear at the first workshop, and probably isn’t a surprise to anyone in the room, that there was a communication gap between the legal/policy teams and the design/engineering teams. One of the goals for this workshop is to get feedback on whether the privacy engineering objectives and other terms that we’re proposing might help to bridge some of that communication gap. We hope that these concepts would enable organizations to better communicate not only internally, but also externally with other organizations about their privacy goals - for instance when disclosing or transmitting personal information.


The other key outcome was validation for the approach we were proposing to take - and a good thing too, otherwise we might not be having this workshop today. 

That said, the discussion at the workshop was at a fairly abstract level, and so part of today’s presentation is to provide some orientation and clarification around the concepts that we came up with and use them to drive deeper and more concrete discussion in the breakout sessions. In other words, everything we are proposing is open for discussion, testing and improvement. If we’re not on the right path, now’s the time to course correct.
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We included this slide in the discussion deck b/c we thought that it was important to show the “we are here marker” on the larger map. So for those who work with risk management frameworks, this should look pretty familiar, we essentially just added privacy to a typical model. For those not as familiar, we wanted to show how all the pieces fit together, and this is a really important point - show how the objectives support policy, and not the other way around.

This policy issue has come up in a number of discussions, most usually framed as – we, meaning society, don’t have consensus about what privacy is so how can we be doing this work? I’d point out that we arguably don’t have consensus around climate change, yet that doesn’t stop us from doing research and seeking ways to mitigate risk. 

It’s possible that we may never come to consensus around what privacy is, but we can still have functioning models that help us mitigate risk better than we’re doing today. So in the breakout sessions, I would suggest that it won’t be as fruitful to try to determine whether privacy means the individual’s ability to control their information or the right to be left alone, or the ability to keep things private, and so on, but rather to determine whether the objectives are capable of supporting any of those policy directions. 

Here’s an example. I was recently asked whether anonymization should be an objective. My first reaction was that anonymization is either a policy or a technical control, but it’s not so good as an objective b/c I’m not sure that all systems need to achieve anonymization. 

If you look at the security triad, although organizations may prioritize or accept tradeoffs among the objectives, for example, prioritizing confidentiality over availability based on the risk model or vice vs, we generally expect some degree of all of the objectives to be present. Now privacy may be a different case so as with all feedback, we’ll continue to examine this point. And if this is a useful example, we welcome more discussion of it or similar examples in the breakout sessions.

The final point that I’d like to make is around the FIPPs. It’s another frequent question, where do the FIPPs fit in? As you can see, we’ve placed them in policy and controls. So an organization might consider transparency or notice as a type of control in supporting the achievement of the predictability objective, and it would be the risk model that would help them determine not only if notice is the best means of mitigating the particular identified risk, but also to help achieve better implementation. 

I don’t want to get too far ahead of myself, but if you play this out, and we’re better able to focus on where and how notice is helpful, we can begin to target research to determine the parameters of useful notice implementation and standards can begin to emerge that make it easier for organizations to achieve consistent and repeatable results. 

I use notice merely as an example, this process could emerge from any control selection that’s tied to a risk model, but I hope this demonstrates the overall value that this kind of framework can deliver. And certainly, from the standpoint of NIST, frameworks that support the prioritization of research efforts are very beneficial. 



Scope 

Security Privacy 
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Even though I said earlier that privacy is more than just data security, there is certainly an overlap between the two. However, we felt that the risks to privacy arising from malicious actors or attacks can continue to be mitigated by following standard security principles. Thus, we focused on the side where privacy is distinct from security. 
 
We recognized that unlike with security where one would consider an insecure system to be operating in an unauthorized or abnormal manner, with privacy, the system could be operating exactly as intended, performing normal data actions, and still raising risk. Thus, it’s on this aspect that the privacy engineering objectives and the risk model are predominantly focused. 




Key Terms 

Privacy Engineering 

Privacy Engineering 
Objectives 

Data Lifecycle 

Data Actions 

Problematic Data 
Actions 

Context 

Privacy Harms 
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Everyone should have handouts with definitions and illustrative lists of these key terms. If not please pick them up at the registration desk. The purpose of this presentation is not to do a deep dive into these terms, but point out some key considerations in our development process. The breakout sessions will be the opportunity to do a deep dive, so please bring the handouts for both days. 




Privacy Engineering 
Objectives 
Outcome-based objectives that guide design 
requirements to achieve privacy-preserving 
information systems. 
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Design 

Evaluation Criteria 

System 

Risk Analysis 

Testing 
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We pulled this slide from the April workshop presentation as a reminder of the role of objectives in system design.



The Privacy Triad 
• The objectives are 
characteristics of the system, 
not role-based. 
• The objectives support policy 
• Aligning the privacy and 
security overlap 

 
 

Predictability 
Enabling reliable assumptions about the 
rationale for the collection of personal 
information and the data actions to be 
taken with that personal information.  

 

Manageability 
Providing the capability for authorized 
modification of personal information, 

including  alteration, deletion, or 
selective disclosure of personal 

information. 
 

Confidentiality 
Preserving authorized restrictions on 

information access and disclosure, 
including means for protecting personal 

privacy and proprietary information.  
(NIST SP 800-53, rev 4) 
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First, we intentionally drafted these as characteristics of the system and not as roles. So predictability may be assessed from all points of view including system owners, developers, business teams and individuals. The use of a risk model and policy will help determine the role. For example, in manageability, law may determine who can access or change information, but the capability needs to exist. 

Support policy: going back to the anonymization example, manageability as the selective disclosure of information may help an organization achieve this policy goal, and depending on the risk identified, particular cryptographic technologies may be employed as controls to achieve that selective disclosure.

We used the same definition for confidentiality as in security to avoid confusion and recognize the overlap between privacy and security.

We were not intentionally trying to create a triad. It was just when we did some test mapping of the harms and problematic data actions against them, nothing seemed to be left out.

We welcome discussion in the breakout sessions on all of these points as to whether our thought process makes sense, or we haven’t considered other important factors.




System Privacy Risk 
Model 



Security Risk Equation 

Security Risk = Vulnerability * Threat * Impact 
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In security, the risk equation is Security Risk = Vulnerability * Threat * Impact. Some of the discussions at the April workshop focused on where the limits of the model analogies be be with respect to privacy. It seemed to us that since we were focused on the normal functioning of a system, using terms like threats and vulnerabilities might be confusing and difficult to explain. They might make the communication gap worse, not better. And as one of my colleagues said, organizations don’t really want to think of themselves as threats to their customers or constituents.




System Privacy Risk Equation 
System privacy risk is the risk of problematic data actions occurring 

Personal Information Collected or Generated * Data Actions Performed  
on that Information * Context = System Privacy Risk  
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So in thinking about the space we’re in, and the earlier discussion that we’re focusing on the normal data actions that systems perform and under what circumstances they might raise privacy risks, we arrived at the idea of problematic data actions as normal data actions that contravene the three privacy engineering objectives and could result in privacy harm to individuals. 

We were also concerned that privacy harms may be difficult to assess as they may occur externally to the system, and beyond the system owner's awareness.

As a result, it seemed to make sense that a risk model for privacy might be more effective if it focused on the risk of data actions becoming problematic as these would be something that the system owner or designer can better recognize and control for.

Personal information needed to be part of the equation b/c that is the element that ties to an individual.

And the final piece is the modifier: context.



Context 
“Context” means the circumstances surrounding a 
system’s collection, generation, processing, 
disclosure and retention of personal information. 
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Context is an important modifier in privacy. Processing personal information in one set of circumstances may not be concerning, but change the circumstances, and risk may arise. We’ll be interested to get your feedback on how context is incorporated into this model, and whether it makes sense, or creates particular challenges. 



Problematic Data Actions and Privacy 
Harms 

Distinguish data actions 
that give rise to harms 
and actual harms 
 
 
 

Problematic Data 
Actions 

Validation of the 
objectives and the risk 
model 
 
 
 Privacy Harms 
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In your handouts is a list of illustrative problematic data actions and privacy harms. At the April workshop, we had a different handout of privacy harms and some of the feedback that we received was that that list mixed data actions that could give rise to harms and actual harms. We took that input and worked to create the appropriate distinctions. 

Also, in developing these lists, we essentially treated the problematic data actions and privacy harms as if they were source data for testing and validating whether the objectives and the risk model would work in a variety of scenarios. So our goal for the breakout sessions is not to focus on perfecting the descriptions, but making sure that we’ve properly scoped them to ensure that they support the objectives and the risk model.



Privacy Engineering Definition 
Privacy engineering is a collection of methods to support the 
mitigation of risks to individuals of loss of self-determination, 
loss of trust, discrimination and economic loss by providing 
predictability, manageability, and confidentiality of personal 
information within information systems.  
 
 
   
 

Information Security: The protection of information and information systems 
from unauthorized access, use, disclosure, disruption, modification, or 

destruction in order to provide confidentiality, integrity, and availability.  
[44 U.S.C., SEC. 3542] 
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Modeled after the information security definition. The IS definition shows how the security objectives are used to help protect against negative outcomes. We tried to do something similar with the privacy engineering definition, but we do have a question as to whether this definition should be tied to harms as the list may change over time. We hope that you’ll give us feedback on this issue in the break out sessions.



Illustrative Mapping of Privacy Engineering Objectives to Problematic Data Actions  

Data Lifecycle Phase Normal Data Action Problematic Data Action Potential Harms 

Predictability 

Collection Service Initiation Induced Disclosure Power Imbalance, Loss of Autonomy 

Processing Aggregation Unanticipated Revelation Stigmatization, Power Imbalance, Loss of Trust,  
Loss of Autonomy 

Processing System monitoring Surveillance Power Imbalance, Loss of Trust, Loss of Autonomy,  
Loss of Liberty 

Manageability 

Disclosure Authorized Attribute 
Sharing Distortion Stigmatization, Power Imbalance, Loss of Liberty 

Disposal Normal Account 
Deletion Unwarranted Restriction Exclusion, Economic Loss,  

Loss of Trust 

Confidentiality 

Use Authorized Use Appropriation Loss of Trust, Economic Loss, Power Imbalance 

Retention Secure Storage Insecurity Economic Loss, Stigmatization 
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Just an illustrative mapping, is not intended to show one to one relationships.

Heart monitoring device example�



Next Steps  
Publish a NISTIR, anticipated 2015 
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