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Abstract. Most NIST Post-Quantum Cryptography (PQC) candidate algorithms use symmetric primitives internally for various purposes such as “seed expansion” and CPA to CCA transforms. Such auxiliary symmetric operations constituted only a fraction of total execution time of traditional RSA and ECC algorithms, but with faster lattice algorithms the impact of symmetric algorithm characteristics can be very significant. A choice to use a specific PQC algorithm implies that its internal symmetric components must also be implemented on all target platforms. This can be problematic for lightweight, embedded (IoT), and hardware implementations. It has been widely observed that current NIST-approved symmetric components (AES, GCM, SHA, SHAKE) form a major bottleneck on embedded and hardware implementation footprint and performance for many of the most efficient NIST PQC proposals. Meanwhile, a separate NIST effort is ongoing to standardize lightweight symmetric cryptography (LWC). Therefore it makes sense to explore which NIST LWC candidates are able to efficiently support internals of post-quantum asymmetric cryptography. We discuss R5Sneik, a variant of Round5 that internally uses SNEIK 1.1 permutation-based primitives instead of SHAKE and AES-GCM. The SNEIK family includes parameter selections specifically designed to support lattice cryptography. R5Sneik is up to 40% faster than Round5 for some parameter sets on ARM Cortex M4, and has substantially smaller implementation footprint. We introduce the concept of a fast Entropy Distribution Function (EDF), a lightweight diffuser that we expect to have sufficient security properties for lattice seed expansion and many types of sampling, but not for plain encryption or hashing. The same SNEIK 1.1 permutation core (but with a different number of rounds) can also be used to replace AES-GCM as an AEAD when building lightweight cryptographic protocols, halving typical flash footprint on Cortex M4, while boosting performance.
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1 Introduction

NIST is currently running two separate cryptographic standardization projects, one on Post-Quantum Cryptography (PQC)\(^1\), and another one on Lightweight Cryptography (LWC)\(^2\).

\*This work reuses parts of text written by the author for the Round5 PQC and SNEIK LWC proposals.
\(^1\)Post-Quantum Cryptography Project: https://csrc.nist.gov/Projects/Post-Quantum-Cryptography
\(^2\)Lightweight Cryptography Project: https://csrc.nist.gov/Projects/Lightweight-Cryptography
Both of these projects have issued calls for algorithm nominations and have received a large number of proposals, most of which are original designs. Both projects proceed in a number of stages where approximately half of the candidates are eliminated based on public cryptanalysis and broad technical criteria such as performance and implementation features.

The NIST PQC project seeks to create standards for quantum-resistant (asymmetric) signature, public key encryption, and key encapsulation (KEM) algorithms. This project issued its call in December 2016 and is currently in its 2nd or “semifinal” stage[AASA+19] with 26 candidate algorithms. Some of these algorithms will eventually be used to replace current RSA and Elliptic Curve standards, which are vulnerable to attacks by quantum computers [CNS15].

Meanwhile the NIST LWC project seeks to create standards for lightweight (low power, small footprint) symmetric primitives forAuthenticated Encryption with Associated Data (AEAD) and cryptographic hashes. The LWC project issued its official call in August 2018 after a multi-year initial research and requirement definition phase. The proposal submission deadline was in March 2019 and the project is currently in its first stage with 56 proposals. The final selected algorithms may be used as lightweight alternatives to current AES-GCM and AES-CCM AEAD [Dwo07a, Dwo07b, NIS01] algorithms and SHA [NIS12, NIS15] hash function standards.

1.1 Most Lightweight PQC Algorithms Require a (Lightweight) XOF

In order to build real-world cryptosystems, one typically needs both symmetric and asymmetric cryptography. What is often overlooked is that many of the fastest PQC proposals also use symmetric cryptography internally.

In the case of asymmetric PQC algorithms, there is a large class of more lightweight NIST proposals based on (R/M)LWE (Learning With Errors [Reg09], with Ring [LPR10] and Module variants [LS15]) and the related (R)LWR (Learning With Rounding [BPR12], also optionally in a ring). A partial list of such candidates more suitable for embedded and other “lightweight” targets include Round5 [GMZB+19], SABER [DKRV19], Kyber [SAB+19], NewHope [PAA+19], Three Bears [Ham19], FrodoKEM [NAB+19], Dilithium [BAA+19], and qTELSA [BAA+19].

Almost universally SHAKE [NIS15] or cSHAKE [K]CP16 XOFs are required by these algorithms for tasks such as seed expansion (e.g. for creation of a unique, random A) and for operations required for IND-CCA security, such as the Fujisaki-Okamoto transformation [FO99] and its variants. Similar seed expansion functionality can also be achieved with AES [NIS01], possibly combined with a hash function if the seed or other input is not already key-sized. The use of AES may be beneficial on high-end systems that have fast AES instructions available (e.g. Intel AES-NI). Embedded systems rarely have such instructions.

Some PQC algorithms spend a vast majority of their computational resources just performing iterations of the Keccak-f[1600] permutation used by SHA3/SHAKE. A FrodoKEM implementation had a more than six-fold overall speedup on Cortex-M4 when the AES or cSHAKE seed expander was replaced with xoshiro128, a lightweight non-cryptographic “PRNG” [BFM+18]. Furthermore [HOKG18] found cSHAKE to be the (by far) the largest module in a FrodoKEM FPGA implementation. Replacing SHAKE with the lightweight stream cipher Trivium [CP08] and other optimizations led to 16-fold speedup of FrodoKEM on FPGA (with the same implementation footprint) [HMOR19].

The call for LWC proposals did not, unfortunately, include an extensible-output function (XOF) in its submission profiles, and only a few of the submissions directly support this functionality. However we designed the SNEIK family specifically for this purpose [Saa19b].
1.2 On Permutation-Based Cryptography

We are now coming to the end of a decade that saw the rise of permutation-based cryptography, now widely seen as a superior to the more traditional approach of based on using a distinct, specialized algorithm for each cryptographic subtask.

In the 1990s and 2000s most of the component algorithms required to build a higher-level cryptosystem or protocol were almost completely independent designs with only a few shared components; a block cipher or a stream cipher for confidentiality, a specialized MAC algorithm or HMAC [BCK96, KBC97] for integrity protection, a message digest for signatures, and asymmetric primitives which were purely based on a number-theoretic operations and required no specific symmetric cryptography (just a PRNG). Apart from the use of hash functions for HMAC these elements had essentially nothing in common. A security controller would implement all of them as separate, essentially independent modules.

Block cipher AEAD (Authenticated Encryption with Associated Data) modes such as CCM[Dwo07b] and GCM[Dwo07a] offered a partial solution since no longer was it necessary to process bulk data with both a block cipher and MAC/hash function circuitry.

The Keccak team has led the way to show that essentially all symmetric cryptographic functionality required to build a complete cryptosystem can be derived from a single permutation; not just hashes and XOFs (SHA3/SHAKE [NIS15]), but also PRNGs [BDPA10] and AEADs [BDPA11]. The sponge-based designs and security bounds have significantly evolved since originally proposed, with innovations such as increased rate [JLM14] and full-state keyed sponge and processing of associated data [GPT15, MRV15].

BLINKER [Saa14] was one of the first full protocol constructions based on a single Permutation; later proposals include Mike Hamburg’s lightweight STROBE protocol framework [Ham17], David Wong’s DISCO [Won19], and the Xoodyak suite from the Xoodoo/Keccak team [DHP+18]. We see fully permutation-based cryptography as an ideal solution for the symmetric needs of embedded and other lightweight protocols. The usage of a single primitive for all of the required tasks significantly reduces the firmware and hardware implementation footprint. Hardware area is almost directly proportional to energy consumption.

2 Round5 + SNEIK 1.1 = R5Sneik

We designed SNEIK, a first-round NIST LWC candidate [Saa19b], to specifically to support Round5 [BBF+19, GMZB+19], a NIST 2nd round PQC candidate. We have measured the implementation metrics of the resulting “R5Sneik” algorithm hybrid on a Cortex M4 - based STM32F407 microcontroller and compared those to Round5 on the same target; there are significant performance and code size advantages.3

R5Sneik has exactly the same lattice and ring parameters as the original Round5. Round5 uses SHAKE [NIS15] and cSHAKE [KjCP16] primitives in KEM computation, and additionally AES-GCM [NIS01, Dwo07a] as a DEM for public key encryption. All of these symmetric components have been replaced with SNEIK 1.1 - based primitives in R5Sneik.

2.1 Round5 and its Designators

Round5 is a merger between author’s first-round NIST proposal HILA5 and Round2, another first-round proposal from a team led by Philips Research. Round5 is based on Learning With Rounding (LWR) and its ring version (RLWR) [BPR12]. Round5 has an exceptionally large number of variants; we wanted to give engineers as much choice as possible.

3Round5 and R5Sneik are implemented in the r5em5ed project: https://github.com/r5em5ed/r5em5ed
Round5 and R5Sneik parameter designators take the form:
\[ R5xx_yzzz_f \]

where \( xx \) is either ND, indicating a ring variant, or N1 indicating a more general lattice variant. Furthermore \( y \) indicates the NIST security level and is one of \{1, 3, 5\}. This is a security claim of equivalent or better resistance against quantum and classical attacks than AES with 128, 192, and 256-bit keys, respectively. The \( zzz \) part is either KEM indicating IND-CPA - secure KEM functionality or PKE indicating IND-CCA - secure public key encryption. We note that it is relatively straightforward to strip the AES-GCM based DEM from the PKE variants and use them as an IND-CCA secure KEMs. The \( f \) parameter either 0 or 5 and indicates whether or not a forward error correction code XE\(f\) is used. The code can always correct at least \( f \) single-bit errors.

The final “d” indicates that this is the final parameter set that was submitted to NIST for 2nd round evaluation. The Round5 team circulated earlier versions during development phase. For example earlier Cortex M4 performance figures published in CARDIS ’18 [SBGM+19] were based on earlier parameter set “b”.

Since the proposed N1 variants do not have error correction, while the ring-based ND variants optionally do, this leads to a total of \( 2 \times (1 + 2) \times 3 = 18 \) variants. There are three additional special-purpose parameter sets, bringing the total number to 21. Our Cortex M4 implementation supports all but one of the 21 parameter sets, R5N1_SPKE_Osma11CT, which has very large (165kB) public keys – but very short ciphertext. The first three columns of Table 3 summarize the external parameters of Round5; private and public key size and ciphertext (expansion).

### 2.2 SNEIK 1.1

SNEIK [Saa19a] is a first-round candidate in the NIST Lightweight cryptography effort. Shortly after its publication it was updated to SNEIK 1.1 in response to a differential flaw discovered by Léo Perrin [Per19] and used in a message forgery attack by Khairallah [Kha19]. The rather trivial fix involved a single additional 1-bit rotation – and was actually also suggested by Perrin in [Per19]. The current version is designated SNEIK 1.1 [Saa19b].

The SNEIK family of cryptographic primitives is built around a 512-bit variable-round cryptographic permutation, \( f512 \). The permutation is an ARX construction [KN10] and was specifically designed for low-end microcontrollers. The three basic modes are:

- **SNEIKEN**: Authenticated Encryption with Associated Data (AEAD).
- **SNEIKHA**: Collision Resistant Hash Function.
- **SNEIGEN**: Entropy Distribution Function (EDF).

Only SNEIKEN and SNEIKHA are official parts of the NIST proposal (matching the profiles in the NIST call for algorithms), while SNEIGEN is included only as an “informational” appendix as it does not directly map to any of the traditional classes of cryptographic primitives. These algorithms are available at various security levels; see Table 1 for a summary.

**SNEIK 1.1 parameters used in R5Sneik instantiations.** The SNEIKEN authenticated encryption algorithm is instantiated for PKE variants at NIST security levels 1, 3, and 5 in a straightforward fashion with SNEIKEN128/192/256.

R5Sneik uses one of SNEIGEN128/192/256 for seed expansion and sampling, depending on the security level. The capacity of the generator state matches \( \kappa \), the size of the seed.
Table 1: Basic parameters for the SNEIKEN family of algorithms. One can approximate their relative performance characteristics from \(r/\rho\). Block size is always \(b = 512\).

<table>
<thead>
<tr>
<th>Name</th>
<th>Type</th>
<th>Security</th>
<th>(\rho)</th>
<th>(r)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNEIKEN128</td>
<td>AEAD</td>
<td>(2^{128}) (NIST1)</td>
<td>6</td>
<td>384</td>
</tr>
<tr>
<td>SNEIKEN192</td>
<td>AEAD</td>
<td>(2^{192}) (NIST3)</td>
<td>7</td>
<td>320</td>
</tr>
<tr>
<td>SNEIKEN256</td>
<td>AEAD</td>
<td>(2^{256}) (NIST5)</td>
<td>8</td>
<td>256</td>
</tr>
<tr>
<td>SNEIKHA256</td>
<td>Hash</td>
<td>(2^{128}) (collision)</td>
<td>8</td>
<td>256</td>
</tr>
<tr>
<td>SNEIKHA384</td>
<td>Hash</td>
<td>(2^{192}) (collision)</td>
<td>8</td>
<td>128</td>
</tr>
<tr>
<td>SNEIGEN128</td>
<td>EDF</td>
<td>(no\ claims)</td>
<td>3</td>
<td>384</td>
</tr>
<tr>
<td>SNEIGEN192</td>
<td>EDF</td>
<td>(no\ claims)</td>
<td>4</td>
<td>320</td>
</tr>
<tr>
<td>SNEIGEN256</td>
<td>EDF</td>
<td>(no\ claims)</td>
<td>5</td>
<td>256</td>
</tr>
</tbody>
</table>

SNEIKHA256/384 is used to replace SHAKE128/256 in Round5’s Fujisaki-Okamoto KEM IND-CCA [FO99, HHK17] transform in R5Sneik; SNEIKHA256 at NIST level 1 and SNEIKHA384 at levels 3 and 5. Even though the collision resistance of SNEIKHA384 is only at \(2^{192}\) level, to its 384-bit capacity its pre-image and distinguishability properties should satisfy the requirements of the transform at NIST Level 5, especially if we consider the limited number of queries available.

### 2.3 On Entropy Distribution Functions

SNEIGEN is a seed expander with limited cryptographic strength – it is not an authenticated encryption or hash function algorithm per se, and therefore not part of the main proposal. It is intended for cryptographic applications that need “random-like padding”, “lightweight mixing” with well-understood entropy flow properties, or a deterministic PRNG source with good statistical qualities.

The main security requirement for such a lightweight mixing function is captured in the term “Entropy Distribution Function” (EDF); once seeded with \(n \leq c\) truly random bits (\(n\) bits of entropy), any \(n\)-bit output should also have close to \(n\) bits of randomness (entropy) when observed without joint information. Here \(c = b - r\) is the capacity of the variant.

SNEIGEN is not claimed to be collision resistant, but full collisions are unlikely for outputs that are much larger than the \(c\)-bit input seed. Given more than \(c\) bits of output, an attacker may be able to distinguish SNEIGEN from random, and may also be able to derive the secret state or even the input seed from it. However, a targeted cryptanalytic effort is required to achieve this. SNEIGEN output should not be directly exposed to an attacker in a way that leads to the compromise of the secret state (i.e. it should only be used internally).

**Algebraic Interaction.** Another key requirement is that the output of an EDF should not interact algebraically with the arithmetic operations of any higher-level cryptographic primitive that uses it. This means that, as an example, a completely linear EDF probably should not be used to distribute entropy between other linear components; there is a possibility that some of the entropy will algebraically cancel out or that the shared algebraic structure can somehow be used to attack the higher-level primitive.

We claim that the ARX structure of SNEIK does not interact with common rings, lattices, and other similar number-theoretical structures. However, this must be analyzed on a case-by-case basis.
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The authors of [BFM+18] argue that “good statistical properties” are sufficient for the public matrix $A$ in a lightweight implementation of the FrodoKEM, another NIST PQC candidate. They use $xoshiro128**$, a very simple, fully XOR-linear PRNG (actually a seed expander) with a 128-bit state. We consider XOR-linearity a potential weakness as it may result in exploitable algebraic interaction with the lattice arithmetic.

2.4 Cortex M4 Implementations

We have ported almost all variants of Round5 to the ARM V7-m (Cortex M3/M4) platform. Most Cortex M3/M4 platforms are self-contained SoC microcontrollers with a clock frequency of 24-240MHz, 1-1024kB of RAM, 2-4096kB of (Flash) program memory, and unit price between $1-$10. They are used as control logic in all kinds of electronic appliances.

We tested our implementation on the popular STM32F407 Discovery board. This board was also used by the PQM4 [KRSS19] project in its evaluations. These results improve on our preliminary work reported in CARDIS 2018 [SBGM+19]. Note that the NXP MK20DX256 chip used in those earlier experiments seems to use cycles somewhat (+10%) more efficiently than the ST STM32F407VGT6 chip used here.

Some key parts have now been implemented in ARM V7-m assembly language and use the UADD16 and USUB16 “SIMD” instructions. Further work on speedups is expected. Please

\footnote{STM32F4DISCOVERY: https://www.st.com/en/evaluation-tools/stm32f4discovery.html}
refer to https://github.com/r5embed/r5embed for updated performance figures and to access the source code of the r5embed implementation.

**Round5 and R5Sneik performance on Cortex M4.** Table 2 gives preliminary cycle counts for the Cortex M4 implementation at submission time. Round5 maintains roughly equivalent or better performance than any comparable NIST candidate, while R5Sneik is up to 30% faster than Round5 with the same lattice parameter set. Table 3 gives a summary of other resource utilization metrics of the implementation.

**Permutation Implementations: Almost 90% size reduction.** We used the Cortex M4 assembler-optimized Keccak-f[1600] implementation originally from the Keccak team. This is the same implementation as used by the PQM4 project [KRSS19]. It requires 12966 cycles to compute the 24 rounds of the 1600-bit permutation and has code size of 5260 bytes.

The SNEIK 1.1 permutation implementation used in testing requires 560 bytes of flash. Therefore all R5Sneik variants are consistently 5kB smaller than corresponding Round5 variants; this is significant if we look at ROM footprint in Table 3; Round5 with SHAKE is often twice the size of R5Sneik. This implementation of the SNEIK permutation requires about 203 cycles per round.

Figure 1 shows the relative portion that each one of the Ring (R5ND_) variants spends just computing the Keccak-f[1600] permutation. This can be up to 42.3% (R5ND_1KEM_0d). Permutation computation is a less dominant part of lattice versions (R5N1_): R5N1_3KEM_0d spends “only” 15.8% of its cycles computing Keccak permutations. The average across 20 measured variants is 28.4%. We note that the portion of execution time spent on SNEIK permutation by R5Sneik variants varies between 4.5% and 22.3%, with an average of 11.2%.

**Note on timing attacks.** Our prior work [SBGM+19] discussed a constant-time implementation that we had developed, but we are not including those numbers here. We note that the rejection sampler required for secret generation is “never” constant time but this rejection oracle is not really useful in attacks.

Cortex M4 does not have a data cache for its internal SRAM. The slower flash program memory has instruction cache (which can be disabled), and ST has added their own proprietary “ART Accelerator” for flash memory in STM32 [ST11]. Since Round5 and R5Sneik perform their operations in SRAM, timing attacks should not be an issue on this target.

It is also possible to use highly optimized “general” $\mathbb{Z}_{2^m}[x]$ multiplication methods such as those discussed in [KRS18] in the context of Round5. These techniques seem to require rather large code size, however.

### 3 Conclusions

We have demonstrated that by using an appropriate symmetric component (SNEIK 1.1) from the NIST LWC standardization effort to replace SHAKE in the Round5 post-quantum proposal we can relatively easily obtain a 30% direct performance boost and reduction of flash implementation footprint by up to 50% on Cortex M4 in some cases. The examined PQC/LWC variant, R5Sneik, is of course highly experimental at this stage.

We strongly encourage other PQC teams to explore integration with promising NIST LWC candidates in order to improve implementation characteristics on embedded (IoT) and hardware platforms.
Table 2: Side-by-side comparison of Round5 and R5Sneik performance on Cortex M4 (STM32F407VGT6 @ 24 MHz). All of the lattice parameters (and ring arithmetic code) are exactly the same. Numbers are in kilocycles (k = 1000 cycles) for KG = keypair generation, Enc = encryption or encapsulation, Dec = decryption or decapsulation, and Tot = full ephemeral key or message exchange. Note that the time required by the PKE variants to process authenticated messages with AES-GCM or SNEIKE is included in these benchmarks.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>With SHAKE (Round5)</th>
<th>With SNEIK (R5Sneik)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>KG</td>
<td>Enc</td>
</tr>
<tr>
<td>R5ND_1KEM_5d</td>
<td>487 k</td>
<td>758 k</td>
</tr>
<tr>
<td>R5ND_3KEM_5d</td>
<td>798 k</td>
<td>1,233 k</td>
</tr>
<tr>
<td>R5ND_5PKE_5d</td>
<td>1,093 k</td>
<td>1,678 k</td>
</tr>
<tr>
<td>R5N1_1KEM_0d</td>
<td>6,522 k</td>
<td>4,328 k</td>
</tr>
<tr>
<td>R5N1_3KEM_0d</td>
<td>9,920 k</td>
<td>6,578 k</td>
</tr>
<tr>
<td>R5N1_5PKE_0d</td>
<td>34,751 k</td>
<td>19,845 k</td>
</tr>
<tr>
<td>R5N1_1PKE_0d</td>
<td>4,054 k</td>
<td>3,399 k</td>
</tr>
<tr>
<td>R5N1_3PKE_0d</td>
<td>17,011 k</td>
<td>11,160 k</td>
</tr>
<tr>
<td>R5N1_5PKE_0d</td>
<td>23,180 k</td>
<td>15,644 k</td>
</tr>
<tr>
<td>R5ND_0KEM_2iot</td>
<td>341 k</td>
<td>465 k</td>
</tr>
<tr>
<td>R5ND_1KEM_4longkey</td>
<td>419 k</td>
<td>624 k</td>
</tr>
</tbody>
</table>

| Saber [DKRV19, KRSS19] | 896 k | 1,162 k | 1,205 k | 3,263 k |
| Kyber768 [SAB+19, KRSS19] | 977 k | 1,147 k | 1,095 k | 3,218 k |
| ntruhsps2048509 [CDH+19, KRSS19] | 77,699 k | 645 k | 542 k | 78,886 k |
| FrodoKEM640 [NAB+19, KRSS19] | 81,902 k | 86,306 k | 86,447 k | 254,654 k |

*Not Available*
Table 3: ROUN5 and R5SNEIK Transfer, storage, implementation code size and stack usage requirements of various variants on an ARM7-m architecture system (such as Cortex-M3 or M4). **PK, SK**: byte sizes of the public key and secret key. **CT**: ciphertext size (KEM) or ciphertext expansion (PKE). The ciphertext expansion (for PKE variants) of R5Sneik is actually 8 bytes shorter due to a shorter message authentication tag. The **Code** size number excludes AES code used by the ROUN5 PKE DEM, but for R5Sneik the Sneiken DEM code is included. **KG, Enc, and Dec** give the memory (stack) usage for keypair generation, encryption / encapsulation, and decryption / decapsulation operations.

<table>
<thead>
<tr>
<th>Parameter Set</th>
<th>Xfer PK</th>
<th>Priv SK</th>
<th>Xfer CT</th>
<th>ROM Code</th>
<th>RAM KG</th>
<th>RAM Enc</th>
<th>RAM Dec</th>
<th>ROM Code</th>
<th>RAM KG</th>
<th>RAM Enc</th>
<th>RAM Dec</th>
</tr>
</thead>
<tbody>
<tr>
<td>R5ND_1KEM_5d</td>
<td>445</td>
<td>16</td>
<td>549</td>
<td>11,620</td>
<td>4,166</td>
<td>4,845</td>
<td>2,668</td>
<td>6,556</td>
<td>3,534</td>
<td>4,461</td>
<td>2,604</td>
</tr>
<tr>
<td>R5ND_3KEM_5d</td>
<td>780</td>
<td>24</td>
<td>859</td>
<td>12,926</td>
<td>5,854</td>
<td>6,949</td>
<td>3,716</td>
<td>7,866</td>
<td>5,278</td>
<td>6,653</td>
<td>3,716</td>
</tr>
<tr>
<td>R5ND_5KEM_5d</td>
<td>972</td>
<td>32</td>
<td>1,063</td>
<td>10,628</td>
<td>7,302</td>
<td>8,717</td>
<td>4,660</td>
<td>5,560</td>
<td>6,725</td>
<td>8,517</td>
<td>4,660</td>
</tr>
<tr>
<td>R5ND_1PKE_5d</td>
<td>461</td>
<td>493</td>
<td>652</td>
<td>12,460</td>
<td>4,262</td>
<td>5,701</td>
<td>5,700</td>
<td>7,334</td>
<td>3,622</td>
<td>5,309</td>
<td>5,308</td>
</tr>
<tr>
<td>R5ND_3PKE_5d</td>
<td>780</td>
<td>828</td>
<td>966</td>
<td>13,864</td>
<td>5,902</td>
<td>8,077</td>
<td>8,076</td>
<td>8,742</td>
<td>5,326</td>
<td>7,781</td>
<td>7,780</td>
</tr>
<tr>
<td>R5ND_5PKE_5d</td>
<td>978</td>
<td>1,042</td>
<td>1,317</td>
<td>11,650</td>
<td>7,342</td>
<td>10,357</td>
<td>10,356</td>
<td>6,512</td>
<td>6,766</td>
<td>10,093</td>
<td>10,052</td>
</tr>
<tr>
<td>R5ND_1KEM_0d</td>
<td>634</td>
<td>16</td>
<td>682</td>
<td>8,926</td>
<td>4,814</td>
<td>5,613</td>
<td>2,356</td>
<td>3,842</td>
<td>4,174</td>
<td>5,029</td>
<td>2,068</td>
</tr>
<tr>
<td>R5ND_3KEM_0d</td>
<td>909</td>
<td>24</td>
<td>981</td>
<td>9,046</td>
<td>6,326</td>
<td>7,877</td>
<td>4,716</td>
<td>3,986</td>
<td>5,750</td>
<td>7,573</td>
<td>4,676</td>
</tr>
<tr>
<td>R5ND_5KEM_0d</td>
<td>1,178</td>
<td>32</td>
<td>1,274</td>
<td>9,074</td>
<td>7,806</td>
<td>9,941</td>
<td>5,972</td>
<td>4,006</td>
<td>7,270</td>
<td>9,637</td>
<td>5,932</td>
</tr>
<tr>
<td>R5ND_1PKE_0d</td>
<td>676</td>
<td>708</td>
<td>772</td>
<td>9,872</td>
<td>4,814</td>
<td>6,733</td>
<td>6,732</td>
<td>4,738</td>
<td>4,182</td>
<td>6,285</td>
<td>6,284</td>
</tr>
<tr>
<td>R5ND_3PKE_0d</td>
<td>983</td>
<td>1,031</td>
<td>1,135</td>
<td>9,978</td>
<td>6,430</td>
<td>9,269</td>
<td>9,268</td>
<td>4,848</td>
<td>5,854</td>
<td>9,013</td>
<td>8,972</td>
</tr>
<tr>
<td>R5ND_5PKE_0d</td>
<td>1,349</td>
<td>1,413</td>
<td>1,541</td>
<td>9,968</td>
<td>8,366</td>
<td>12,325</td>
<td>12,324</td>
<td>4,842</td>
<td>7,790</td>
<td>12,061</td>
<td>12,028</td>
</tr>
<tr>
<td>R5N1_1KEM_0d</td>
<td>5,214</td>
<td>16</td>
<td>5,236</td>
<td>9,470</td>
<td>19,342</td>
<td>24,389</td>
<td>17,492</td>
<td>4,402</td>
<td>18,670</td>
<td>24,029</td>
<td>17,164</td>
</tr>
<tr>
<td>R5N1_3KEM_0d</td>
<td>8,834</td>
<td>24</td>
<td>8,866</td>
<td>9,518</td>
<td>26,686</td>
<td>35,477</td>
<td>27,372</td>
<td>4,442</td>
<td>26,086</td>
<td>35,141</td>
<td>27,116</td>
</tr>
<tr>
<td>R5N1_5KEM_0d</td>
<td>14,264</td>
<td>32</td>
<td>14,288</td>
<td>9,634</td>
<td>40,366</td>
<td>54,605</td>
<td>45,268</td>
<td>4,562</td>
<td>39,766</td>
<td>54,269</td>
<td>45,012</td>
</tr>
<tr>
<td>R5N1_1PKE_0d</td>
<td>5,740</td>
<td>5,772</td>
<td>5,820</td>
<td>10,128</td>
<td>19,894</td>
<td>31,381</td>
<td>31,388</td>
<td>4,994</td>
<td>19,222</td>
<td>31,021</td>
<td>31,028</td>
</tr>
<tr>
<td>R5N1_3PKE_0d</td>
<td>9,660</td>
<td>9,708</td>
<td>9,748</td>
<td>10,488</td>
<td>29,950</td>
<td>49,365</td>
<td>49,364</td>
<td>5,350</td>
<td>29,342</td>
<td>49,037</td>
<td>49,036</td>
</tr>
<tr>
<td>R5N1_5PKE_0d</td>
<td>14,636</td>
<td>14,700</td>
<td>14,740</td>
<td>10,348</td>
<td>37,046</td>
<td>66,501</td>
<td>66,500</td>
<td>5,004</td>
<td>36,438</td>
<td>66,165</td>
<td>66,164</td>
</tr>
<tr>
<td>R5ND_0KEM_2iot</td>
<td>342</td>
<td>16</td>
<td>394</td>
<td>10,076</td>
<td>3,494</td>
<td>4,005</td>
<td>2,084</td>
<td>3,340</td>
<td>2,854</td>
<td>3,485</td>
<td>1,884</td>
</tr>
<tr>
<td>R5ND_1KEM_4longkey</td>
<td>453</td>
<td>24</td>
<td>563</td>
<td>11,658</td>
<td>4,102</td>
<td>4,845</td>
<td>2,780</td>
<td>6,594</td>
<td>3,534</td>
<td>4,549</td>
<td>2,780</td>
</tr>
</tbody>
</table>
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