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Trustworthy Systems: Foundational to a
Digital Society

What makes systems trustworthy?
 Multiple attributes of trustworthiness include security, safety, reliability, etc.

e Privacy must be considered one of the attributes

How can we know if systems are trustworthy?

e Repeatable and measurable approaches help provide a sufficient base of
evidence

e Privacy needs a body of guidance for repeatable and measurable approaches
similar to other attributes of trustworthiness
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Friction in Our Digital Worla

45% of online households reported that privacy or security
concerns stopped them from:*

e Conducting financial transactions;

e Buying goods or services;

e Posting on social networks; or

e Expressing opinions on controversial or political issues via the Internet.

ler *July 2015 data collected for NTIA at https://www.ntia.doc.gov/blog/2016/first-look-internet-use-2015



OMB July 2016 update to Circular A-130:

e Agencies’ obligations with respect to managing privacy risk and
information resources extend beyond compliance with privacy
laws, regulations, and policies

e Agencies must apply the NIST Risk Management Framework in
their privacy programs

NIST



FISMA — Federal Information Security Management Act

e Requires implementation of “information security protections
commensurate with the risk and magnitude of the harm”

The Privacy Act of 1974

e Establishes a code of fair information practices that governs the
collection, maintenance, use, and dissemination of information
about individuals that is maintained in systems of records by federal

agencies.
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Risk Model
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Security Risk Model

Risk factors:
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Processing Pll Can Create Problems for
ndividuals
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Privacy Risk Factors: Likelihood |Problematic Data Action |Impact

- Y
Likelihood is a contextual
analysis that a data action is Impact is an analysis of the costs
likely to create a problem for a should the problem occur
representative set of individuals < y

Note: Contextual analysis is based on the data action performed by the system, the
Pll being processed, and a set of contextual considerations
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e Design characteristics or properties of the system

e Support policy through mapping of system capabilities

e Support control mapping

[ Predictability J—

enabling reliable assumptions by individuals, owners,
and operators about Pll and its processing by an
information system

[ Manageability }—

.

providing the capability for granular administration of
PIl including alteration, deletion, and selective
disclosure

-

[ Disassociability J—

-

enabling the processing of Pll or events without
association to individuals or devices beyond the
operational requirements of the system
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A Driver for System Capabilities
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Table 4 - Privesy Objoctives

Privacy Engineering
Objective

Example Capability{ies)

predictability

+ Enables user, RP, [d? and identity broker assumptions
that identity broker does not have access to user
identity attributes.

* Enables user, RP, |IdP and identity broker assumptions
that IdP cannot process information about user's
relationship with the RP.

+ Enables user, RP, |d? and identity broker assumptions

that RP cannot process information about user's
relationship with the IdP.

disassociability

« The identity broker can transmit identity attributes
from an IdP to an RP without being able to access
them.

« The RP can accept an authentication assertion and
identity attributes without associating a user to an IdP.

# The |[dPF can transmit an authentication assertion and
identity attributes without associating a user to an RP.




Putting It All Together

Privacy

Requirements

Risk Assessment

[
* Risks identified

+ Controls
implemented

* How the system
meets requirements

\.
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Laws 3
Regulations Risk
FIPPs Models
Privacy Privacy
Impact Engineering
Assessment and
Security
Objectives
Risk
Management
Framework

¥

Select controls, etc.

* Map system

capabilities/

requirements

+ Assurance that
system meets

requirements and

addresses risk
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Privacy Risk Assessment
Methodology

Applying the Privacy Risk Model



Primary Benefits
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Frame Business Objectives

NIST

Preserve benefits while mitigating
privacy risk

Establishes collaboration between
business owners and privacy
engineering

Privacy as competitive advantage
Trace controls back to requirements

Frame
Business
Objectives

Monitor
Change

Select Frame Org

Privacy Privacy
Controls Governance

ARSI
Privacy Risk
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Presenter
Presentation Notes
Frame the business objectives for the system(s), including the organizational needs served.





Frame Privacy Governance

NIST

e 15t question: Can we?

e 2" question: Should
we?

Monitor
Change

Select
Privacy
Controls

ARSI
Privacy Risk

Frame
Business
Objectives

Frame Org
Privacy
Governance
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Presenter
Presentation Notes
Frame the organizational privacy governance by defining legal, regulatory and policy privacy requirements


Defining transparency:
-Privacy, transparency: an openness of process, telling users how long you’re protecting their information, how long you’re keeping it for, etc.
-Security, transparent system design: individuals shouldn’t be able to see what’s going on behind the scenes; the system is invisible to them, and users have a smooth 
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Assess System Desigh — Data Map o | e

Change

Objectives

Select Frame Org
Privacy Privacy
Controls Governance

Social Media
Site -
S

(5)(3,4) (1.3,4,5, 6) Cloud Storage
Provider Individual

Assess
System
Design

Assess
Privacy Risk

LEGEND

Data Store

Web
) Application

? @—— 2)
] ACME

\dentity proofing T When a business owner, an
engineer, and a privacy pro sit
at a table...

User Third Party
% in-person [ IThird Party

(4)
@ Cell phone

Documents

Surprise! We're doing what with
data?



Presenter
Presentation Notes
Check for glaring issues in the data map
->You collected the info, and you stored it. Now what?
	->Drop it on the floor



Assess System Design - Context e |

Change

Objectives
Example:
Select Frame Org
An individual wishes to use ACME IDP service to augment a social credential with identity proofingand a Privacy Privacy
second authentication factor to create a stronger credential. This stronger credential will be used to access Controls Governance
government benefits.
. nI . . Assess ASSESS
Data Actio Personal Information Specific Context Summary Issues ey R System
- Self-Asserted Full Name - One-time action (per user) between social credential and - Full social credential profile access (including Design
- Validated Email IACME IDP, but establishes an ongoing relationship between  [picture and list of friends) is not necessary for
-List of Friends user's social media presence and ACME IDP fulfilling operational purpose
-Profile Photograph - Social credential linking is visible to user - Will users understand the eventual high-
- Linking of social credential simplifies access to government [assurance credential is controlled by ACME and
benefits system not by their social credential provider?
- User profile may contain information the user considers - How will perception of the social media
Collection sensitive organization's privacy practices impact users'
from the - User profile may contain information from other usersnot |willingnessto consent to this data action?
Social. Medial participating in the system - Will the user understand ACME will have
Site Example Contextual Factors
Organizational
System includes both government benefits agency and commercial service providers
Multiple privacy policies governing system
Public perception: high expectation of privacy with government benefits agency, low expectation with social credential provider
Relationships: No pre-existing relationship with ACME IDP, regular interactions with government benefits agency, regular interactions with social credential provider
System

Personal information is not intended to be made public

New system, no history with affected individuals. Low similarity with existing systems/uses of social identity.

Four parties sharing personal information: one public institution, three private

ACME will use 3rd party cloud provider

User

High sensitivity about government benefits provided by system

Users exhibit various levels of technical sophistication

Potential user confusion regarding who "owns" the various segments of each system

N H 20% of users use privacy settings at social provider


Presenter
Presentation Notes
Privacy expertise needed to understand and integrate the contextual factors


Frame
Business
Objectives

Monitor
Change

Assess Privacy Risk

Select Frame Org
SAMPLE TABLE : Privacy Privacy
Data Actions Summary Issues ProblematicData Actions Potentlal.Problems for Likelihood ool SOVEHNSACE
Individuals
Assess
. . . . . Assess
Stigmatization: Information is Privacy Risk System
A o revealed about the individual that 7 ST
Full social credential profile access (including picture -Appropriation they would prefer not to disclose.
. . . - -Induced disclosure
and list of friends) is not necessary for fulfilling .
-Surveillance

Power Imbalance: People must

operational purpose. i e )
provide extensive information,

-Unanticipated Revelation

. . . 2
giving the acquirer an unfair
Collection from the Social advantage.
Media Site Will users understand the eventual high-assurance -This summary issue will be
credential is controlled by ACME and not by their associated with another data NA
social credential provider? action.
How will percepf] Potential B T‘?tal
e oten usiness
organization's privaf . i .
Y Data Actions Summary Issues Problem.atlc Data Problems for Business Impact Factors Impact (per
willingnessto con Actions - |
Individuals Potential
Problem)
oncomplianceDirect Busi Reputational| Internal Oth
Costs Costs Costs Culture Costs er
-Appropriation Sti tigati . 6 6 4 23
Full social credential profile access -Induced tematization
(including picture and list of friends) is disclosure
not necessary for fulfilling operational -Surveillance Power
; ici 7 6 8 4 25
Collection from the purpose. -Unanticipated Imbalance
Social Media Site Revelation
How V\:'illtp er::epti.on of the :t 0 cial. med(ij: -Induced
Organization § privacy practices tmpa disclosure Loss of Trust 7 6 8 7 28
users' willingness to consent to this da .



Presenter
Presentation Notes
This worksheet demonstrates the privacy risk model introduced in the NISTIR. Using a semi-quantitative analytic approach to prioritize privacy risks.


Assess Privacy Risk

Problem Prioritization Heat Map

Likelihood

=

0

Monitor
Change

Select
Privacy
Controls

Assess
Privacy Risk

Frame
Business
Objectives

Frame Org
Privacy
Governance

e Communicate with

leadership

e Definable problems lead to
actionable solutions


Presenter
Presentation Notes
Making the case to hire.
Pilot used completed heat map to make the case to senior leadership for hiring additional privacy resources to mitigate identified privacy risks.




Select Privacy Controls

Data Actions

Potential Problems for
Individuals

Potential Controls

Considerations

Monitor
Change

Frame
Business
Objectives

Collection from the
Social Media Site

Stigmatization: Information
is revealed about the
individual that they would
prefer not to disclose.

Power Imbalance: People
must provide extensive
information, giving the

acquirer an unfair
advantage.

Loss of Trust: Individuals
lose trust in ACME duetoa
breach in expectations
about the handling of
personal information.

1. Configure APl to enable more granular retrieval of information, pull | 1. Significantly reduces collection of

full name and email only; enable capability to pull profile photograph |information, possibly decreasing risk
if future proofing requires it.
2. Inform users of collection.
3. Delete unneeded information after collection.

across the system. Would potentially
lower risk of stigmatization, power
imbalance, and loss of trust problems.

2. Users may be informed of specific
information collected in this data action,
but that may not improve risl across the
system as they are unable to prevent the
revelation of information.

3. Unclear how users will unclerstand the
process. Leverages appropriate disposal
controls. Decreases risk of
stigmatization, but not necessarily power
imbalance or loss of trust. Compare
potential failure rate for API

Select
Privacy
Controls

Assess
System
Design

Assess
Privacy Risk

Frame Org
Privacy
Governance

Data Actions

Potential Problems for
Individuals

Selected Controls

Rationale

Residual Risks

NIST

|Collection from the
Social Media Site

Stigmatization: Information
is revealed about the
individual that they would
prefer not to disclose.

Power Imbalance: People
must provide extensive
information, giving the

acguirer an unfair
advantage.

Loss of Trust: Individuals
lose trust in ACME due to a
breach in expectations
about the handling of
personal information.

1. Change API call to only pull full name and email;
consider change to pull profile photograph if future
proofing requires it.

2. Inform users of information that is collected and
why at time of collection.

1. Significantly reduces collection of
information, possibly decreasing risk
across the system. Would potentially
lower risk of stigmatization, power
imbalance, and loss of trust problems.
4. Meets transparency requirement.
Easy to implement.




Informed Risk Decisions

The PRAM...
e Surfaces trade-offs

e |s at a level that all parties can understand
e Leads to solutions

Mitigate | Avoid | Accept | Transfer
Whatever the decision,
it’s informed by a reasoned process.

NIST


Presenter
Presentation Notes
The PRAM enables senior leadership to consider privacy risks in parity with their considerations of security risks, financial risks, etc.



Next Steps
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SP 800-18 SP 800-30 SP 800-37 SP 800-39 SP 800-53
Guide for , :

: : Managing Security

Sg\l,i?ofoirn Guide for gipsrla(lylng e Information and Privacy
OPINg : Security Risk— Controls for
Security Plans Conducting Management Oroa e ation Federal
for Federal Risk Framework to Migsion an d, iFtermation
Information Assessments Federal Informa’;ion Systems and
SRS el e System View Organizations
Systems
SP 800-53A SP 800-60 SP 800-63-3| | SP 800-122 SP 800-160
Guide f Vol. I: Guide for
uiae 1or Mapping Types .
Assessingthe | [oormaten ond Protecting the
Security to Security Categories Digital J Confidentiality Systems
Controls in and Vol. Ii: Appendices Identity B T Security
rp;deralt. tT‘; S;S'doﬂg]fo'\rfﬁgﬁgg Guidelines dentifiable Engineering
nformation d Inf i :
Svetoms S Information (PlI)
Categories




lmproving the PRAM

Too manual

Integrating individual impac

NIST

Refining problematic data action (PDA)
likelihood analysis

Generalizable PDAs and solutions within
omains?

Develop a privacy
engineering toolkit
collaboration space?



Resources

Naomi Lefkovitz
Naomi.lefkovitz@nist.gov

Ellen Nadeau
Ellen.nadeau@nist.gov

NIST Privacy Engineering Website:
https://www.nist.gov/programs-projects/privacy-engineering

NIST Internal Report 8062
https://doi.org/10.6028/NIST.IR.8062
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