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Abstract. The interest in diversity as a security mechanism has recently been 
revived in various applications, such as Moving Target Defense (MTD), resist
ing worms in sensor networks, and improving the robustness of network routing. 
However, most existing efforts on formally modeling diversity have focused on a 
single system running diverse software replicas or variants. At a higher abstrac
tion level, as a global property of the entire network, diversity and its impact on 
security have received limited attention. In this paper, we take the first step to
wards formally modeling network diversity as a security metric for evaluating 
the robustness of networks against potential zero day attacks. Specifically, we 
first devise a biodiversity-inspired metric based on the effective number of dis
tinct resources. We then propose two complementary diversity metrics, based on 
the least and the average attacking efforts, respectively. Finally, we evaluate our 
algorithm and metrics through simulation. 

1 Introduction 

Computer networks are playing the role of nerve systems in many critical infrastruc
tures, governmental and military organizations, and enterprises. Protecting such mission 
critical networks means more than just patching known vulnerabilities and deploying 
firewalls or IDSs. Evaluating the network’s robustness against potential zero day attacks 
(i.e., attacks exploiting previously unknown vulnerabilities) is equally important. The 
fact that Stuxnet employs four different zero day vulnerabilities [10] has clearly demon
strated the real-world significance of defending networks against zero day attacks. On 
the other hand, dealing with unknown vulnerabilities is clearly a challenging task. 

In a slightly different context, software diversity has previously been regarded as 
a security mechanism for improving the robustness of a software system against po
tential attacks [24] (a more detailed review of related work will be given later in Sec
tion 6). By comparing outputs [8] or behaviors [13] of multiple software replicas or 
variants with diverse implementation details, security attacks may be detected and tol
erated as Byzantine faults [7]. Although the earlier diversity-by-design approaches are 
usually regarded as impractical due to the implied development and deployment cost, 
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recent works show more promising results on employing either opportunistic diversity 
already existing among different software systems [14], or automatically generated di
versity, e.g., through randomization of address space [4, 33], instruction set [20], or 
data space [5]. More recently, diversity has found new applications in Moving Target 
Defense (MTD) [19], resisting sensor worms [39], and improving the robustness of 
network routing [6]. 

However, at a higher abstraction level, as a global property of the entire network, 
the concept of network diversity and its impact on security has received less attention. 
In this paper, we take the first step towards formally modeling network diversity as a 
security metric, for the purpose of evaluating a network’s robustness with respect to 
zero day attacks. More specifically, following the discussion of several use cases, we 
propose a series of network diversity metrics as follows. 

–	 First, we propose a network diversity metric function by adapting well known math
ematical models of biodiversity in ecology. The metric is based on the number of 
distinct resources in a network, while considering the uneven distribution of re
sources and similarity between different resources. This first metric is more suitable 
for evaluating the scale of potential infection by a malware, and it is also a building 
block of the other two metrics. The main limitation is that it ignores potential causal 
relationships between resources in a network. 

–	 Second, we design a network diversity metric based on the least attacking effort 
required for compromising critical assets, while taking into account the causal re
lationships between resources. We also study the complexity and design heuristic 
algorithms for computing the metric efficiently. This second metric is suitable for 
measuring a network’s capability of resisting intrusions or malware that employ 
multiple related zero day attacks. The main limitation is that, by focusing on the 
least attacking effort, it only provides a partial picture about the threat and cannot 
reflect the average attacking effort. 

–	 Third, we devise a Bayesian network-based model to define network diversity as a 
conditional probability based on the effect of diversity on the average attack like
lihood. This probabilistic metric provides a complementary measure to the above 
metric by depicting the average attacking effort required by attackers. We show 
how this metric can be instantiated from existing standard vulnerability databases. 

–	 Finally, we evaluate the proposed heuristic algorithm and metrics through simula
tion results, and we discuss practical limitations of our approach. 

The main contribution of this paper is twofold. First, to the best of our knowledge, 
this is the first effort on formally modeling network diversity as a security metric for 
defending networks against zero day attacks. Second, the modeling effort not only im
proves understanding of the network diversity concept, but may lead to better, quantita
tive approaches to employing diversity for improving network security. 

The rest of this paper is organized as follows. Section 2 describes use cases, and de
fines the first metric by drawing an analogy from biodiversity. Section 3 then presents 
the second metric based on the least attacking effort, whereas Section 4 presents the 
third metric based on Bayesian networks and attack likelihood. Section 5 presents sim
ulation results. Section 6 reviews related work, and finally Section 7 discusses main 
limitations of this work and concludes the paper. 
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2 Preliminaries 

This section motivates the study through several use cases and defines a biodiversity-
inspired network diversity metric. 

2.1 Use Cases 

Use Case 1: Stuxnet and SCADA Security. Stuxnet is one of the first malware that 
employ multiple (four) different zero day attacks [10], which clearly indicates, in a 
mission critical system, such as supervisory control and data acquisition (SCADA) in 
this case, the risk of zero day attacks and multiple unknown vulnerabilities is very 
real. Therefore, it is important to provide network administrators a systematic way for 
evaluating such a risk. On the other hand, this is clearly a challenging task due to the 
lack of prior knowledge about vulnerabilities or attacking methods. 

We next take a closer look at Stuxnet’s attack strategies to illustrate how a net
work diversity metric may help here. Stuxnet targets the programmable logic con
trollers (PLCs) on control systems of gas pipelines or power plants [10]. Such PLCs are 
mostly programmed using Windows machines not connected to the network. Therefore, 
Stuxnet adopts a multi-stage approach, by first infecting Windows machines owned by 
third parties (e.g., a contractor or insider), next spreading to the organization’s Win
dows machines through the LAN, and finally covering the last hop to targeted machines, 
which are disconnected from the LAN, through removable flash drives [10]. 

Clearly, a sufficient presence of vulnerable Windows machines inside the organiza
tion is a necessary condition for Stuxnet to propagate and eventually infect the targeted 
PLCs. On the other hand, the degree of software diversity along potential attack paths 
leading from the network perimeter to the PLCs can be regarded as a critical metric of 
the network’s capability of resisting a threat like Stuxnet. Our objective in this paper is 
to provide a rigorous study of such diversity metrics. 

Use Case 2: Worm Propagation. To make our discussion more concrete, we will refer 
to the running example shown in Figure 1 from now on. Suppose our main concern is 
the potential propagation of worms or bots inside a network. A common belief is that 
the more diversified the network is, the higher degree of robustness it will have against 
a worm propagation. In other words, we can just count the number (percentage) of 
different resources inside the network, and use that count as a diversity metric. Although 
such a definition of diversity is natural and intuitive, it clearly has limitations. 

For example, in Figure 1, suppose host 1, 2 and 3 are all Web servers running IIS, 
and host 4 a storage server. Clearly, the above count-based diversity metric will indicate 
a lack of diversity among the three Web servers and suggest replacing IIS with other 
software, such that a worm will unlikely infect all three. However, assuming all three 
Web servers would read from a network share on the storage server (host 4), then even
tually a worm can still propagate to all four hosts through the network share, even if it 
cannot infect all three Web servers directly. 

The lesson here is, a naive approach, such as counting the number of resources in 
a network, may produce misleading results because it ignores the causal relationships 
between resources. Therefore, after we discuss the count-based metric in Section 2.2, 
we will address this limitation with a goal oriented approach in Section 3. 
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Fig. 1. The Running Example 

Use Case 3: Targeted Attack. Suppose now we are more concerned with a targeted 
attack on the storage server, host 4, launched by human attackers. Following above dis
cussions, an intuitive solution is to diversify resources along any path leading to the 
critical asset (host 4), for example, between hosts 1 (or 2, 3) and host 4. Although this 
is a valid observation, realizing it will demand a rigorous study of the causal relation
ships between different resources, because host 4 is only as secure as the weakest path 
(representing the least attacking effort) leading to it. We will propose a formal metric 
and corresponding algorithm based on such an intuition in Section 3. 

On the other hand, the least attacking effort by itself is not sufficient. Suppose now 
host 1 and 2 are diversified to run IIS and Apache, respectively, and firewall 2 will only 
allow host 1 and 2 to reach host 4. Although the least attacking effort has not changed, 
this diversification effort has provided attackers more opportunities to reach host 4 (by 
exploiting either IIS or Apache). That is, misplaced diversity may hurt security, which 
will be captured by a probabilistic metric we will introduce in Section 4. 

Use Case 4: MTD through Combinations of Web, Application, and Database Servers. 
In this case, suppose host 1 and 2 are Web servers, host 3 an application server, and host 
4 a database server. A Moving Target Defense (MTD) approach attempts to achieve 
better security by varying in time the software components at those three tiers [19]. 
A common misconception here is that the combination of different components at the 
three tiers will increase diversity, and the degree of diversity is equal to the product 
of diversity at those three tiers. However, this is usually not the case. For example, a 
single flaw in the application server (host 3) may result in a SQL injection that compro
mises the database server (host 4) and consequently leaks the root user’s password. In 
addition, diversity over time may actually provide attackers more opportunities to find 
flaws. The lesson here is again that, an intuitive observation may be misleading, and 
formally modeling network diversity is necessary. 

2.2 Biodiversity-Inspired Metrics 

Although the modeling of network diversity has attracted only limited attention, a cor
responding concept in ecology, biodiversity, and its positive impact on the ecosystem’s 
stability has been investigated for many decades [9]. While many lessons may poten
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tially be borrowed from the rich literature of biodiversity, we focus on adapting existing 
mathematical models of biodiversity to the modeling of network diversity in this paper. 

The number of different species in an ecosystem is known as species richness [30]. 
Similarly, given a set of distinct resource types (we will consider similarity between 
resources later) R in a network, we call the cardinality | R | the richness of resources 
in the network. An obvious limitation of this richness metric is that it ignores the rel
ative abundance of each resource type. For example, the two sets {r1, r1, r2, r2} and 
{r1, r2, r2, r2} have the same richness of 2 but clearly different levels of diversity. 

To address this limitation, the Shannon-Wiener index, which is essentially the Shan
non entropy using natural logarithm, is used as a diversity index to group all systems 
with the same level of diversity, and the exponential of the diversity index is regarded as 
the effective number metric [16]. The effective number basically allows measuring di
versity in terms of the number of equally-common species, even if in reality all species 
are not equally common. In the following, we borrow this concept to define the effective 
resource richness and our first diversity metric. 

Definition 1 (Effective Richness and d1-Diversity). In a network G composed of a 
set of hosts  H = {h1, h2, . . . , hn}, a set of resource types R = {r1, r2, . . . , rm}, and 

nthe resource mapping res(.) :  H → 2R, let  t = 
� | res(hi) | (total number of i=1 

|{hi:rj ∈res(hi)}|resource instances), and let pj = (1 ≤ i ≤ n, 1 ≤ j ≤ m) (relative t 

frequency of each resource). We define the network’s diversity as d1 = r(G) , where  t 
r(G) is the the network’s effective richness of resources, defined as 

1 
r(G) =  �n pi 

1 pi 

One limitation of the effective number-based metric is that similarity between dif
ferent resource types is not taken into account and all resource types are assumed to 
be entirely different, which is not realistic (e.g., the same application can be config
ured to fulfill totally different roles, such as NGinx as a reverse proxy or a web server, 
respectively, in which case these should be regarded as different resources with high 
similarity). To remove this limitation, we borrow the similarity-sensitive biodiversity 
metric recently introduced in [22] to re-define resource richness. With this new defini
tion, the above diversity metric d1 can now handle similarity between resources. 

Definition 2 (Similarity-Sensitive Richness). In Definition 1, suppose a similarity 
function is given as z(.) : [1,m] × [1,m] → [0, 1] (a larger value denoting higher 

msimilarity and z(i, i) = 1 for all 1 ≤ i ≤ m), let zpi = j=1 z(i, j)pj . We define the 
network’s effective richness of resources, considering the similarity function, as 

1 
r(G) =  �n pi 

1 zpi 

Note that we will simply use “the number of distinct resources” to refer to the 
richness of resources from now on. It is to be understood that such a term can always be 
replaced with the effective richness concepts given in Definition 1 and 2 to handle the 
uneven distribution of different resource types and the similarity between resources; in 
other words, these are not limitations of our models. 
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3 Network Diversity Based on Least Attacking Effort 

This section models network diversity based on the least attacking effort. Section 3.1 
defines the metric, and Section 3.2 discusses the complexity and algorithm. 

3.1 The Model 

In order to model diversity based on the least attacking effort while considering causal 
relationships between different resources, we first need a model of such relationships 
and possible zero day attacks. Our model is similar to the attack graph model [32, 2], 
although our model focuses on remotely accessible resources (e.g., services or appli
cations that are reachable from other hosts in the network), which will be regarded as 
placeholders for potential zero day vulnerabilities, instead of known vulnerabilities (we 
will discuss how to integrate known vulnerabilities into our model in Section 4). To 
build intuitions, we revisit Figure 1 by making following assumptions: 

– Accesses from outside firewall 1 are allowed to host 1 but blocked to host 2; 
– Accesses from host 1 or 2 are allowed to host 3 but blocked to host 4 by firewall 2; 
– Hosts 1 and 2 provide http service; 
– Host 3 provides ssh service; 
– Host 4 provides both http service and rsh service; 

Figure 2 depicts a corresponding resource graph model, which is syntactically 
equivalent to an attack graph, but models zero day attacks rather than known vulnera
bilities. Each pair in plaintext is a self-explanatory security-related condition (e.g., con
nectivity (source, destination) or privilege (privilege, host)), and each triple inside 
a box is a potential exploit of resource (resource, source host, destination host); the  
edges point from the pre-conditions to a zero day exploit (e.g., from (0, 1) and (user, 0) 
to (http, 0, 1)), and from that exploit to its post-conditions (e.g., from (http, 0, 1) to 
(user, 1)). Note we have omitted exploits or conditions involving firewall 2 for sim
plicity. We simply regard resources of different types as entirely different (their simi
larity can be handled using the effective resource richness given in Definition 2). Also, 
we take the conservative approach of considering all resources (services and firewalls) 
to be potentially vulnerable to zero day attacks. Definition 3 formally introduces the 
concept of resource graph. 

Definition 3 (Resource Graph). Given a network composed of a set of hosts H , a set  
of resources R with the resource mapping res(.) : H → 2R, a set of zero day exploits 
E = {(r, hs, hd) |  hs ∈ H, hd ∈ H, r ∈ res(hd)} and the collection of their pre-
and post-conditions C, a resource graph is a directed graph G(E ∪C, Rr ∪Ri) where 
Rr ⊆ C × E and Ri ⊆ E × C are the pre- and post-condition relations, respectively. 

Next we consider how attackers may potentially attack a critical network asset, mod
eled as a goal condition, with the least effort. In Figure 2, we follow the simple rule that 
any zero day exploit may be executed if all its pre-conditions are satisfied, and execut
ing the exploit will cause all its post-conditions to be satisfied. We may then observe six 
attack paths as shown in Table 1 (the second and third columns can be ignored for now 
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<0,1> <user,0> <0,F> 

<http,0,1> <firewall,0,F> 

<ssh,1,4> <http,0,2> 

<2,4> <user,2> 

<user,4> <4,5> 

<http,1,2> 

<user,1> <1,4> <0,2> <1,2> 

<rsh,4,5> <http,4,5> 

<ssh,2,4> 

<user,5> 

Fig. 2. An Example Resource Graph 

and will be explained shortly). Intuitively, each attack path is a sequence of exploits 
whose pre-conditions are all satisfied, either initially, or as post-conditions of preceding 
exploits in the same path. Definition 4 formally introduces the concept of attack path. 

Attack Path # of Steps  # of Resources 
1. (http, 0, 1) → (ssh, 1, 4) → (rsh, 4, 5) 
2. (http, 0, 1) → (ssh, 1, 4) → (http, 4, 5) 
3. (http, 0, 1) → (http, 1, 2) → (ssh, 2, 4) → (rsh, 4, 5) 
4. (http, 0, 1) → (http, 1, 2) → (ssh, 2, 4) → (http, 4, 5) 
5. (f irewall, 0, F  ) → (http, 0, 2) → (ssh, 2, 4) → (rsh, 4, 5) 
6. (f irewall, 0, F  ) → (http, 0, 2) → (ssh, 2, 4) → (http, 4, 5) 

3 
3 
4 
4 
4 
4 

3 
2 
3 
2 
4 
3 

Table 1. Attack Paths 

Definition 4 (Attack Path). Given a resource graph G(E∪C,Rr ∪Ri), we call  CI = 
{c : c ∈ C, (�e ∈ E)((e, c) ∈ Ri)} the set of initial conditions. Any sequence of zero 
day exploits e1, e2, . . . , en is called an attack path in G, if  (∀i ∈ [1, n])((c, ei) ∈ Rr → 
(c ∈ Ci ∨ (∃j ∈ [1, i − 1])((ej , c) ∈ Ri))), and for any c ∈ C, we use  seq(c) for the 
set of attack paths {e1, e2, . . . , en : (en, c) ∈ Ri}. 

We are now ready to consider how diversity should be defined based on the least 
attacking effort, which intuitively corresponds to the shortest path. However, there are 
actually several possible ways for choosing such shortest paths and for defining the 
metric, as we will illustrate through our running example in the following. 
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–	 First, as shown in the second column of Table 1, path 1 and 2 are the shortest in 
terms of the steps (i.e., the number of zero day exploits). Clearly, the shortest path in 
terms of steps does not reflect the least attacking effort, since path 4 may actually 
take less effort than path 1, as attackers may reuse their exploit code, tools, and 
skills while exploiting the same http service on three different hosts. 

–	 Next, as shown in the third column, path 2 and 4 are the shortest in terms of the 
number of distinct resources 1. This option is more reasonable than the above one, 
since it takes into consideration the saved effort in reusing the same exploits. How
ever, although both path 2 and 4 have the same number of distinct resources (2), 
they clearly do not reflect the same diversity. 

–	 Another attractive option is to base on the minimum ratio # of resources (which is # of steps 
given by path 4 in this example), since such a ratio reflects the potential improve
ments in terms of diversity (e.g., the ratio 2 of path 4 indicates there is 50% poten4 
tial improvement in diversity). However, although not shown in this example, we 
can easily imagine a very long attack path minimizing such a ratio (e.g., an attack 
path with 9 steps and 3 distinct resources will yield a ratio of 1 , less than that of 3 
path 4) but does not reflect the least attacking effort (e.g., the aforementioned attack 
path will require more effort than path 4 since it has more distinct resources). 

–	 Finally, yet another option is to pick the shortest path that minimizes both the num
ber of distinct resources (path 2 and 4) and the above ratio # of resources (path 4). # of steps 
While this may seem to be the most reasonable choice, a closer look will reveal 
that, although path 4 does represent the least attacking effort, it does not represent 
the maximum amount of potential improvement in diversity, because once we start 
to diversify path 4, the shortest path may change to be path 1 or 2. 

Based on these discussions, we define the network diversity by combining the first 
two options above. Specifically, the network diversity is defined as the ratio between 
the minimum number of distinct resources on a path and the minimum number of steps 
on a path (note these can be different paths). Going back to our running example above, 
we find path 2 and 4 to have the minimum number of distinct resources (two), and also 
path 1 and 2 to have the minimum number of steps (three), so the network diversity 

2in this example is equal to (note that it is a simple fact that this ratio will never 3 
exceed 1). Intuitively, the numerator 2 denotes the network’s current level of robustness 
against zero day exploits (no more than 2 different attacks) , whereas the denominator 
3 denotes the network’s maximum potential of robustness (tolerating no more than 3 
different attacks) by increasing the amount of diversity (from 2 to 1). More formally, we 3 
introduce our second network diversity metric in Definition 5 (note that, for simplicity, 
we only consider a single goal condition for representing the given critical asset, which 
is not a limitation since multiple goal conditions can be easily handled through adding 
a few dummy conditions [1]). 

Definition 5 (d2-Diversity). Given a resource graph G(E ∪ C, Rr ∪ Ri) and a goal 
condition cg ∈ C, for  each  c ∈ C and q ∈ seq(c), denote R(q) for {r : r ∈ 

1 Note that, although we will refer to the number of distinct resources for simplicity, it is to be 
understood that this can be replaced by the effective richness concept in Definition 2. 
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R, r appears in q}, the network diversity is defined as (where min(.) returns the mini-
mum value in a set) 

minq∈seq(cg ) | R(q) |
d2 = 

minq′∈seq(cg ) | q' | 

3.2 The Complexity and Algorithm 

Since the problem of finding the shortest paths (in terms of the number of exploits) in 
an attack graph (which is syntactically equivalent to a resource graph) is known to be 
intractable [32], not surprisingly, the problem of determining the network diversity d2 is 
also intractable, as stated in Theorem 1. However, we note that, for a specific network,  
the two problems are not necessarily comparable in terms of their relative hardness. For 
example, in a network with all resources being distinct, it is trivial that d2 = 1, whereas 
the shortest paths (in terms of the number of steps) may not be easy to find. On the other 
hand, the proof of Theorem 1 is based on special cases where finding the shortest paths 
is trivial, whereas determining the network diversity is still intractable. 

Theorem 1. Given a resource graph G(E ∪ C, Rr ∪ Ri), determining the network 
diversity d2 is NP-hard. 

Proof: The NP-complete Minimum Set Covering (MSC) problem [15] can be reduced 
to this problem through a construction similar to that in [40]. Specifically, the MSC 
problem is to determine that, given a finite set S = {c1, c2, . . . , cn} and a collection 
SC = {r1, r2, . . . , rm} where ri ⊆ S(1 ≤ i ≤ m), whether there exists a minimum 
SC ' ⊆ SC satisfying that every ci ∈ S is a member of some rj ∈ SC '. For  any  
given MSC instance, we construct a special resource graph G(E ∪ C, Rr ∪ Ri) in 
which we let C = S ∪ {s, d}, where s denotes an initial condition and d the goal 
condition, and whenever ci ∈ rj is true, we create an exploit that involves resource 
rj , with pre-condition ci−1 (or s for i = 1) and post-condition ci. Finally, we add an 
additional exploit that involves an extra resource r0, with pre-condition cn and post-
condition d. Since every attack path q in this special resource graph has the same length 
| q |= n + 1, we need to find a path q that minimizes the set of distinct resources 
involved in q, denoted as R(q) (which also minimizes | R(q) | / | q |). Moreover, a 
path that minimizes | R(q) | clearly provides a solution to the MSC problem. Therefore, 
we can determine the network diversity d2 if and only if we can solve the MSC problem, 
which concludes the proof. D 

Although determining network diversity is computationally infeasible in general, in 
most cases the network diversity of a given network may still be computed or estimated 
within a reasonable time using heuristics. In particular, Algorithm Heuristic Diversity 
shown in Figure 3 employs the heuristic of only maintaining a limited number of local 
optima at each step in order to keep the complexity manageable. Specifically, the algo
rithm starts by marking all exploits and conditions as unprocessed (lines 1-2) and all 
initial conditions as processed (line 3-4). Functions σ() and σ'() represent two collec
tions of attack paths (as sets of exploits, since the order of exploits is unimportant here) 
leading to an exploit or condition, to be used to calculate the minimum number of re
sources and steps, respectively. Therefore, for each initial condition c, such collections 
σ() and σ'() are both initialized as empty sets (line 5). 
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Procedure Heuristic Diversity 
Input: Resource graph G(E ∪ C, Rr ∪Ri), goal condition cg , parameter k 
Output: d2 

Method: 
1. For each e ∈ E and c ∈ C \ CI 

2. Mark e and c as unprocessed 
3. For each c ∈ CI 

4. Mark c as processed 
5. Let σ(c) = σ�(c) = φ 
6. While (∃e ∈ E)(e is unprocessed) and (∀c ∈ C)((c, e) ∈ Rr ⇒ c is processed) 
7. Let {c ∈ C : (c, e) ∈ Rr } = {c1, c2, . . . , cn}
8. Let σ(e) = S hortestK ({q1 ∪ q2 ∪ . . .  ∪ qn ∪ {e} : qi ∈ σ(ci), 1 ≤ i ≤ n}, k) 
9. Let σ�(e) = ShortestK �({q1 ∪ q2 ∪ . . .  ∪ qn ∪ {e} : qi ∈ σ(ci), 1 ≤ i ≤ n}, k) 
10. Mark e as processed 
11. For each c s.t. (e, c) ∈ Ri 

12. If (∀e � ∈ E)((e � , c) ∈ Ri ⇒ e � is processed) Then �
13. Let σ(c) = ShortestK ( σ(e �), k)e s.t. (e ,c)∈Ri �
14. Let σ�(c) = ShortestK �( σ(e �), k)e s.t. (e ,c)∈Ri 

15. Mark c as processed 
minq∈seq(cg )|R(q)|

16. Return 
min q ∈seq(cg )

|q | 

Fig. 3. A Heuristic Algorithm for Computing the Network Diversity d2 

The main loop cycles through each unprocessed exploit whose pre-conditions have 
all been processed (line 6). For each such exploit e, all of its pre-conditions are first 
placed in a set (line 7). The collection of attack paths σ(e) (and σ ' (e)) is then con
structed from the attack paths of those pre-conditions (line 8 and 9). Specifically, since 
the exploit e requires all the pre-conditions to be satisfied, an attack path leading to e 
must be the union of n attack paths (q1 ∪ q2 ∪ . . .∪ qn, each of which leads to one of the 
pre-conditions (qi ∈ σ(ci)). The function ShortestK() simply picks the top k solu
tions, that is, the k paths with the minimum number of distinct resources (ShortestK ' () 
for paths with the minimum number of steps). After this, the exploit e is marked as 
processed (line 10). Next, the inner loop cycles through each post-condition of e (line 
11-15) in a similar way (the differences arise from the fact that a condition c may be 
satisfied by any of the exploits implying it alone). The final result is calculated based 
on the two collections of attack paths leading to the goal condition (line 16). 

The complexity of the algorithm is dominated by the main loop (lines 6-15). The 
outer loop will execute at most | E | times since it only cycles through unprocessed 
exploits while each cycle will mark one exploit as processed. The inner loop executes 
at most | C | times, and its complexity is dominated by line 13 and 14 which calculate 
the union over at most k paths leading to each of the | E | or less exploits. Considering 
the maximum length of each path | E |, the complexity of the inner loop is thus | C |

2· | E | ·k. However, this complexity is actually dominated by line 8 and 9, in which at 
most k paths may lead to every one of the | C | or less conditions, and this results in at 
most k|C| candidates for ShortestK() (and ShortestK ' ()) to choose from. Therefore, 
heuristics will be needed in designing the ShortestK() (and ShortestK ' ()) function 
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such that it only evaluates a limited number of candidates in picking the top k solutions. 
However, in practice, the number of pre-conditions of most exploits is expected to be a 
constant (compared to the size of the resource graph), and hence the overall complexity 

2| E | ·(| C | · | E | ·k + k|C|) would still be manageable. 

4 Probabilistic Network Diversity 

In Section 2.1, we have shown that the least attacking effort-based metric only provides 
a partial picture of the threat and is insufficient by itself. In this section, we develop 
a metric to capture the average attacking effort by combining all attack paths. For this 
purpose, we take a probabilistic approach to modeling network diversity. More specif
ically, we define network diversity as the conditional probability p that, given that an 
attacker can compromise a given critical asset in the network, he/she would still be able 
to do so even if all the resources were to be made different (i.e., every type of resource 
would appear at most once). This probability p represents the level of diversity currently 
present in the network, and a higher value means higher diversity (in the special case of 
p = 1, the network is already perfectly diverse, since further diversification effort will 
not reduce the attack likelihood with respect to the given critical asset). 

Clearly, the aforementioned conditional probability is equal to the ratio between two 
probabilities, the probability that an attacker may compromise the given critical asset 
when all resource instances in the network are different, and the probability that he/she 
can do so in the current network. Both probabilities represent the attack likelihood with 
respect to the goal condition, and can be modeled using a Bayesian network constructed 
based on the resource graph (a similar approach using attack graph is given in [11]). 

Definition 6 formally introduces network diversity following this intuition. In the 
definition, the first set of conditional probabilities represent the probability that an ex
ploit e can be successfully executed, given that all its pre-conditions are already satis
fied. The second and third set together represent the simple fact that an exploit cannot 
be executed unless all its pre-conditions are already satisfied, whereas a condition can 
be satisfied as the post-condition of one or more executed exploits. Finally, the fourth 
set represents the conditional probability that an exploit e2 may be executed by an at
tacker who has already successfully executed another exploit e1 which involves the 
same resource (i.e., the attack likelihood while reusing a previous exploit). 

Definition 6 (d3 Diversity). Given a resource graph G(E ∪ C,Rr ∪Ri), and 

1. for each e ∈ E, a given conditional probability P (e | � } c = TRUE), 
� {c:(c,e)∈Rr 

2. conditional probabilities P (e | {c:(c,e)∈Rr } c = FALSE) = 0, 
3. conditional probabilities P (c | e = TRUE  ∧ (e, c) ∈ Ri) = 1, and 
4. for any e1, e2 ∈ E involving the same resource r, conditional probabilities P (e1 |

e2 = TRUE  ∧ (
�

{c:(c,e1)∈Rr } c) =  TRUE) (and P (e2 | e1 = TRUE  ∧ 
�

{c:(c,e2)∈Rr } c = TRUE)), 

pGiven any cg ∈ C, the network diversity d3 is defined as d3 = where p denotes the p
conditional probability of cg being satisfied given that all the initial conditions are true, 
and p ' denotes the probability of cg being satisfied given that all initial conditions are 
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true and the above fourth set of probabilities not given (i.e., without considering the 
effect of reusing any exploit). 

Figure 4 demonstrates the proposed metric model using our running example, by 
assuming all resource instances to be different (even if they may be under the same 
name) except the http service, which is the same on three different hosts. In the figure, 
on the left side is the case when the effect of reusing an exploit is not considered in 
the above definition, and on the right side the case when the same effect is considered. 
In the figure, each number inside the box represents the first set of given conditional 
probabilities (assigned with arbitrary values in this example). The dotted lines in the 
right figure show the last set of given conditional probabilities. The number beside each 
exploit or condition represents the probability calculated through statistical inferences 
using the Bayesian network. Finally, we show part of the two conditional probability ta
bles (CPTs) to illustrate the difference between not considering the effect of reusing the 
http exploit (e.g., probability 0.5 in the left CPT), and considering it (e.g., probability 

0.0070.9 in the right CPT). The diversity in this case will be calculated as d3 = .0.0103 
To instantiate the above model, we need to obtain the first and last set of conditional 

probabilities in Definition 6. For the former, we can adopt the simple approach in [11] to 
base the probability on the Common Vulnerability Scoring System (CVSS) [27] scores 
(available in public databases [29]). For zero day exploits, we can assign a nominal 
value as follows. Since a zero day vulnerability is commonly interpreted as a vulnera
bility not publicly known or announced, we can interpret this using the CVSS base met
rics [27], as a vulnerability with a remediation level unavailable, a report confidence 
unconfirmed, and a maximum overall base score (and hence produce a conservative 
metric value). We therefore obtain a nominal value of 0.8, converting to a probability of 
0.08 (for reference purpose, the lowest existing CVSS score in [29] is currently 1.7). Fi
nally, the last set of conditional probabilities models the attack likelihood while reusing 
an exploit on different machines and therefore can be assigned with a higher value than 
the corresponding attack probability in the first set. 

5 Simulation 

In this section, we study the performance of our proposed heuristic algorithm and briefly 
compare the three proposed metrics via simulations, while leaving more detailed com
parative studies of those metrics to future work. All simulation results are collected 
using a computer equipped with a 3.0 GHz CPU and 8GB RAM in the Python environ
ment under Ubuntu 12.04 LTS. We calculate the Bayesian network-based metric using 
OpenBayes [12]. To generate a large number of resource graphs, we first construct a 
small number of seed graphs based on real networks, and then we obtain larger graphs 
from these seed graphs by injecting new hosts and assigning resources in a random but 
realistic fashion (e.g., we vary the number of pre-conditions of each exploit within a 
small range since real world exploits usually have a few pre-conditions). 

The objective of the first two simulations is to evaluate the accuracy (approximation 
ratio between the result obtained using our algorithm and that using brute force) of our 
heuristic algorithm (in Figure 3). The left-hand side of Figure 5 shows the approxima
tion ratio in increasing k (the parameter of the algorithm that represents the number of 
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Fig. 4. Modeling Network Diversity Using Bayesian Networks 

local optima stored at each step). We also examine the results under different in-degrees 
(i.e., the maximum number of pre-conditions of any exploit). We can see that the ap
proximate ratios increase with the in-degrees, and they decrease to an acceptable level 
(lower than 1.03) when k reaches about 4, and the trends stay flatten when k > 6 (al
most equal to 1). Therefore, k can be chosen as around 5 in practice. The right-hand 
side of Figure 5 shows that the approximation ratio grows when the resource graph gets 
larger, which is expected (with a fixed parameter k, the relative amount of local optima 
stored at each step will decrease when the size of resource graphs increases, and hence 
worse performance). We only show k up to 3 since from the previous simulation it is 
clear that the approximation ratio will be close to 1 when k is 4 or greater. 

The objective of next simulation is to evaluate the processing time of the heuristic 
algorithm. Since the approximation ratio will stay flatten when k ≥ 6, we only show 
the processing time for k ≤ 6. The left-hand side of Figure 6 shows that the processing 
time is still acceptable (about 10 seconds) when k = 6  with around 1000 nodes. For 
in-degrees of 3 and 4, the trend is much closer to linear. Although it is well known 
that inference using Bayesian networks is intractable in general, the right-hand side of 
Figure 6 shows that our processing time for computing the Bayesian network-based 
metrics (using OpenBayes [12]) exhibits an acceptable trend (mostly due to the special 
structure of resource graphs). 

The last two simulations compare the results of all three metrics proposed in this pa
per. To convert the Bayesian network-based metric d3 to a comparable scale of the other 

log0.08(p )two, we use (i.e., the ratio based on equivalent numbers of zero day exploits) log0.08(p) 

instead of d3. In the left-hand side of Figure 7, the scatter points marked with X in the 
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Fig. 5. Approximation Ratio in k under Different In-degrees (Left) and in Graph Size under Dif
ferent k (Right) 

Fig. 6. Processing Time for Computing d2 in Graph Size under Different k (Left) and Processing 
Time for Computing d3 

red color are the individual values of d2. The blue points marked with Y are the values 
of d3 (converted as above). Also shown are their average values, and the average value 
of the effective richness-based metric d1. While all three metrics follow a similar trend 
(diversity will decrease in larger graphs since there will be more duplicated resources), 
the Bayesian network-based metric d3 somehow reflects an intermediate result between 
the two other extremes (d1 can be considered as the average over all resources, whereas 
d2 only depends on the shortest path). The right-hand side of Figure 7 shows the aver
age value of the three metrics in increasing number of distinct resources for resource 
graphs of a fixed size. All three metrics capture the same effect of increasing diversity, 
and their relationships are similar to that in the previous simulation. 

6 Related Work 

The research on security metrics has attracted much attention lately. Unlike existing 
work which aim to measure the amount of network security [18, 38], this paper focuses 
on diversity as one particular property of networks which may affect security. Nonethe
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Fig. 7. Comparison of Metrics (Left) and the Effect of Increasing Diversity (Right) 

less, our work borrows from the popular software security metric, attack surface [25], 
the general idea of focusing on interfaces (remotely accessible resources) rather than 
internal details (e.g., local applications). Our least attacking effort-based diversity met
ric is derived from the k-zero day safety metric [36, 35], and our probabilistic diversity 
metric is based on the attack likelihood metric [11, 37]. Another notable work evaluates 
security metrics against real attacks in a controlled environment [17], which provides 
a future direction to better evaluate our work. One limitation of our work lies in the 
high complexity of analyzing a resource graph; high level models of resource depen
dencies [21] may provide coarser but more efficient solutions to modeling diversity. 

The idea of using design diversity for fault tolerance has been investigated for a long 
time. The N-version programming approach generates N ≥ 2 functionally equivalent 
programs and compares their results to determine a faulty version [3], with metrics 
defined for measuring the diversity of software and faults [28]. The main limitation of 
design diversity lies in the high complexity of creating different versions, which may 
not justify the benefit [23]. The use of design diversity as a security mechanism has 
also attracted much attention [26]. The general principles of design diversity is shown 
to be applicable to security as well in [24]. The N-Variant system extends the idea of 
N-version programming to detect intrusions [8], and the concept of behavioral distance 
takes it beyond output voting [13]. Different randomization techniques have been used 
to automatically generate diversity [4, 20, 33, 5]. 

In addition to design diversity and generated diversity, recent work employ oppor
tunistic diversity which already exists among different software systems. The practi
cality of employing OS diversity for intrusion tolerance is evaluated in [14] and the 
feasibility of using opportunistic diversity already existing between different OSes to 
tolerate intrusions is demonstrated. Diversity has also been applied to intrusion tolerant 
systems which usually implement some kinds of Byzantine Fault Tolerant (BFT) repli
cation as fault tolerance solutions. Considering single-machine environments based on 
multiple cores and virtualization, diversified replications are employed as a method to 
offer Byzantine-fault tolerance to software attacks [7]. A generic architecture for imple
menting intrusion-tolerant Web servers based on redundancy and diversification prin
ciples is introduced using redundant proxies and diversified application servers with 
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redundancy levels selected according to threat levels [31]. Components-off-the-shelf 
(COTS) diversity is employed to provide an implicit reference model, instead of the 
explicit model usually required, for anomaly detection in Web servers [34]. 

7 Conclusion 

In this paper, we have taken a first step towards formally modeling network diversity as 
a security metric for evaluating networks’ robustness against zero day attacks. We first 
devised an effective richness-based metric based on the counterpart in ecology. We then 
proposed a least attacking effort-based metric to address causal relationships between 
resources and a probabilistic metric to reflect the average attacking effort. Finally, we 
evaluated our algorithms and metrics through simulations. 

The main limitations of this work are the following. 

–	 First, our models depend on the availability and accuracy of many inputs, such as 
the modeling of resources and their relationships (to form the resource graph), the 
degree of difference and similarity between different types of resources (to calcu
late the effective richness), which may be challenging to characterize in practice. 

–	 Second, we have employed simulations to evaluate our models, although it is cer
tainly ideal to conduct experiments with real-world networks and attacks. Unfor
tunately, there does not currently exist any publicly available benchmark dataset 
containing a significant number of representative real networks, and with both vul
nerabilities and attack information. 

–	 Third, we have focused on modeling diversity, but did not address other factors 
that may also affect decisions regarding diversity, such as the cost (in terms of 
deployment and maintenance) and impact to functionality. 

–	 Fourth, we regard all resources as equally likely to have zero day vulnerabilities, 
which can easily be extended by assigning different weights to resources, when 
their likelihood of having vulnerabilities can be estimated from past experiences. 

As future work, we will address those limitations by refining and extending the 
models, employing real vulnerabilities for experiments and case studies, and studying 
various applications of the proposed diversity metrics. 
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