In the current draft, Section 3.14 includes three valuable technologies: roots of trust, code signing, and formal verification. It is an excellent idea to include all three of these technologies in the standard, but it may be worthwhile to separate them out, since they all serve complementary purposes, rather than providing alternatives for a single purpose. In particular, roots of trust help ensure your device is running the code you expect and protect secrets that belong to that code. Code signing is one way to leverage a root of trust to establish a chain of trust, but it can (and should) also be used to validate software updates. Both technologies are useful for establishing what software is running (or ensuring that only specific software can run), but neither establishes the software itself is trustworthy.

Formal software verification is one of the strongest techniques we know of for establishing the trustworthiness of software, and hence clearly deserves a place in a standards document, such as this, for critical systems. While verification is still a non-trivial undertaking, it is becoming more feasible, with significant advances in the last decade. Verified software artifacts include operating system kernels [3, 5, 10], secure application stacks [4], distributed systems [4, 9], compilers [6, 7], and cryptographic libraries [8, 12].

Furthermore, several studies have empirically confirmed that verifying software results in qualitatively better code compared with traditional software development practices [1, 2, 11]. These studies found numerous defects and vulnerabilities in traditional software, but found far fewer in verified systems. Indeed, they failed to find any in the verified software itself. The only bugs found in verified systems were in the much smaller and simpler specifications, which can can more readily be audited and tested than the software itself.

Nonetheless, since verification is still costly, the current language (preferring verified software when available) sets a reasonable standard. Such standards will, in turn, help raise the bar for software running on our critical infrastructure. The other two technologies (roots of trust and code signing) are already standard and ubiquitous in modern commodity systems, and hence should be mandatory in critical systems considered by SP 800-171. Hardware-based roots of trust, such as the Trusted Platform Module, are found in hundreds of millions of laptops and desktops, and are standard issue on most smart phones and tablets, where they are used to implement secure boot procedures. Similarly, code signing is standard for all major operating systems, BIOS updates, and mobile app updates.

At a lower level, the first paragraph of Section 3.14 ends with, “protecting the confidentiality of the key used to generate the hash; and using the public key to verify the hash information”. In both places where it says “hash”, it should say “signature”. The standard definition of a hash algorithm takes a single input (the data to be condensed); it does not take a key. A signature algorithm will often internally use a hash function, either for security, efficiency (so that expensive asymmetric operations need only operate over a small, fixed amount of data) or both.
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