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Abstract. In this paper, we present an efficient side-channel key recovery attack against Dumbo, the 160-bit variant of NIST lightweight cryptography contest candidate Elephant. We use Correlation Power Analysis to attack the first round of the Spongent permutation during the absorption of the first block of associated data. The full attack runs in about a minute on a common laptop and only requires around 30 power traces to recover the entire secret key on an ARM Cortex-M4 microcontroller clocked at 7.4MHz. This is, to the best of our knowledge, the first attack of this type presented against Elephant.

1 Introduction

Lightweight Cryptography (LWC) is an area of cryptography that studies and develops cryptographic primitives for resource-constrained devices, such as smart sensors, smart cards or RFID tags. These devices need to communicate in a secure fashion, and therefore need to use cryptographic protocols, however traditional protocols intended for desktop and mobile processors consume too much power and require too much memory for an embedded system.

In 2017, National Institute of Standards and Technology (NIST) published a report [1] on the state of the field, in particular regarding already-existing NIST cryptographic standards, which was followed in 2018 by a Call for Algorithms [2] for lightweight symmetric authenticated ciphers and hash functions, initiating the NIST Lightweight Cryptography project (NIST LWC), a standardization process for what will become the equivalent(s) of AES-GCM [? , ?] and SHA-3 [3] for resource-constrained devices. While the main objective for the submissions is to be efficient both in terms of timing, throughput and power consumption, resistance to side-channel analysis (SCA) is also an evaluation criterion. Indeed, if a smart device using a symmetric cipher is compromised (or if the user is the adversary, as with smart cards [4]), the secret key should remain inaccessible.

The symmetric authenticated cipher Elephant [5] is a finalist to this NIST standardization project. Elephant is based on Spongent [6], a lightweight hash function, and has a variant that is based on Keccak [7], the family of hash functions that led to SHA-3.

In this paper, we introduce a side-channel attack based on Correlation Power Analysis (CPA) [8] against the 160-bit variant of Elephant, based on Spongent and dubbed “Dumbo”.

The rest of this paper is structured as follows: in the first section, we present the relevant state of the art. In the second section, we introduce the Dumbo cipher and its underlying permutation, Spongent-$\pi$[160]. Then, in the third section, we introduce our side-channel attack on Dumbo. Finally, in the fourth section, we present experimental results of our attack on an ARM Cortex-M4 microcontroller.

1.1 Notations used in this paper

In the rest of this paper, we define $\{0, 1\}^n$ the set of $n$-bit bitstrings for some $n \in \mathbb{N}$ and $\{0, 1\}^\star$ the set of bitstrings of arbitrary length. We denote the length of bitstring $X \in \{0, 1\}^\star$ as $|X|$ and we denote with $X_0, X_1, \ldots, X_{l-1}$ the $l = \lceil \frac{|X|}{160} \rceil$ blocks of size 160 bits (20 bytes) of $X$, where the last block is appended with 0s. We designate by bit $i$ (or $i^{th}$ bit) the $b^{th}$ rightmost bit of the $B^{th}$ leftmost byte of bitstring $X$, where $i = 8 \cdot B + b$. We denote $X[i]$ the $i^{th}$ bit of $X$, and $X[a:b]$ the substring of $X$ that starts at bit $a$ (inclusive) and ends at bit $b$ (exclusive).

The concatenation of two bitstrings $A$ and $B$ is denoted as $A||B$, their bitwise exclusive or is denoted as $A \oplus B$, and their bitwise and is denoted as $A \& B$. $X \ll i$ (resp. $X \lll i$) represent a shift (resp. rotation) of $X$ to the left over $i$ positions. $X \gg i$ and $X \ggg i$ represent the same operations to the right.

We denote with $0^n$ the bitstring made of $n$ zeroes, and we denote the random sampling of a bitstring $A$ of length $n$ with $A \leftarrow \{0, 1\}^n$.

2 Related work

Since the launch of the NIST standardization process, researchers have studied the implementation security of the candidates. For instance, CAESAR’s “lightweight applications” winner and NIST finalist Ascon [9] was found to be vulnerable to two side-channel key recovery attacks by Ramezanpour et al. in [10]: a passive attack based on deep learning, called SCARL, and an active fault injection analysis attack. The hardware implementation of NIST finalist GIFT [11] has also been found to be vulnerable to a SCA attack by Hou et al. in [12], and the software implementation was also found to be vulnerable to a side-channel assisted differential cryptanalysis attack in [13], allowing key recovery in only 36 encryptions.

Side-channel attacks are not a mere theoretical threat, and can have real world consequences. In this respect, a SCA attack against AES-GCM was for example used by Ronen et al. in [14] to extract the secret keys used by Philips to sign the firmware of their smart light-bulbs. This enabled the attackers to build a worm that spreads from an infected object to another wirelessly. More recently, an electromagnetic CPA attack was used successfully to recover AES secret-keys in Apple’s CoreCrypto by Haas et. al in [15].

To the best of our knowledge, our attack is the first attack of this type presented against Dumbo or any other Elephant instance.
3 The Dumbo NIST LWC Candidate

Dumbo is one of the three variants of NIST LWC candidate Elephant [5], and is the primary member of the submission. Elephant is a cryptographic mode of operation that uses a pseudo-random permutation $P$ to build a symmetric cipher. It uses a 16-bytes (128 bits) secret key $K$ for encryption and authentication and a 12-bytes (96 bits) nonce $N$. It is authenticated, with a 64-bits authentication tag $T$ that authenticates both the ciphertext $C$ and the optional associated data $A$.

In Dumbo, the underlying permutation is $\text{Spongent-π}[160]$, the 80 rounds $\text{Spongent-π}$ permutation of the Spongent lightweight hash function (introduced by Bogdanov et al. in [6]) with a 20-bytes (160 bits) long state. The two other variants of this cipher are Jumbo (using $\text{Spongent-π}$ with 90 rounds and a 22-bytes long state, $\text{Spongent-π}[176]$) and Delirium (replacing Spongent with a reduced version of the permutation used in Keccak [7], and using a 25-bytes long state). In the next sections, we will describe the design of Dumbo.

3.1 The Spongent-π[160] Permutation

$\text{Spongent-π}[160]$ is a permutation described by Bogdanov et al. in [6]. In the rest of the paper, we denote as $P : \{0, 1\}^{160} \rightarrow \{0, 1\}^{160}$ the 80-round Spongent permutation defined in Algorithm 1, where:

- $\text{rev}$ is a function that reverses the order of the bits in its input.
- $\text{sBoxLayer}$ is a function that applies the $\{0, 1\}^4 \rightarrow \{0, 1\}^4$ substitution box defined in Table 1 to all nibbles of its input. In the reference implementation, it is applied on two nibbles at a time by using an extended $\{0, 1\}^8 \rightarrow \{0, 1\}^8$ look-up table.

<table>
<thead>
<tr>
<th>$X$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>SBox($X$)</td>
<td>E</td>
<td>D</td>
<td>B</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>F</td>
<td>7</td>
<td>A</td>
<td>8</td>
<td>5</td>
<td>9</td>
<td>C</td>
<td>3</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 1: the Spongent S-Box

Algorithm 1. The $\text{Spongent-π}[160]$ permutation

$\text{P}(X)$

1: $c \leftarrow 0\text{b}1110101$

2: for $i = 0, \ldots, 79$ do

3: $X \leftarrow X \oplus (0^{153||c}) \oplus \text{rev}(0^{153||c})$

4: $X \leftarrow \text{sBoxLayer}(X)$

5: $X \leftarrow \text{pLayer}(X)$

6: $c \leftarrow \text{lfsr}(c)$

7: endfor

8: return $X$
- **pLayer** is a function that moves bit $j$ from the input to bit $pL(j)$ in the output, such that
  \[
pL(j) = \begin{cases} 
40j \mod 159 & \text{if } j < 159, \\
159 & \text{if } j = 159.
\end{cases}
\]

- **lfsr** represents the computation of one cycle of the 7-bit LFSR defined by the primitive polynomial $p(x) = x^7 + x^6 + 1$. $\text{lfsr}(c) = (c[0:6] \ll 1) \parallel (c[6] \oplus c[5])$.

### 3.1.1 Invertibility of $P$

While Elephant does not require $P$ to be invertible to encrypt plaintexts or to decrypt ciphertexts, we leverage its invertibility in our key-recovery attack.

We notice that all functions in $P$ can be inverted. The inverse of the exclusive or operation is the exclusive or operation itself. The $\text{sBoxLayer}$ is inverted by swapping the two lines in the substitution table presented before and reordering columns accordingly. The $\text{pLayer}$ is inverted by building the bitstring in reverse order: instead of moving bit $i$ to position $40i \mod 159$, we move bit $40i \mod 159$ to position $i$ (for $i < 159$). Finally, the LFSR counter is inverted by computing its formula in reverse: the bit that was removed can be computed from the value of the other bits in the counter and of the bit that was generated from it.

Because of this, we can easily compute the inverse of $P$ by starting the counter $c$ to its value after 80 rounds ($127$), then by computing successively all the inverse operations of each round in reverse order. First, we apply the inverse LFSR on $c$, then we inverse the $\text{pLayer}$, the $\text{sBoxLayer}$, and finally we add the counter to the state.

### 3.2 The Dumbo Mode of Operation

In this section, we describe on a high level the process used to encrypt and authenticate a message in Dumbo. The decryption process is not precisely described but naturally follows from the encryption process.

Before encryption, the associated data and message lengths are not necessarily multiples of the block size. Therefore, the associated data and message are padded by adding a 0x01 byte, followed by as many 0x00 bytes as needed to complete the block. The empty message (i.e. $M$ s.t. $|M| = 0$) is padded in the same way.

The encryption of the $i^{th}$ message block $M_i$ with nonce $N$ is computed as follows ($i < l_M$):

\[
C_i = \text{mask}^{i,1}_K \oplus P(\text{mask}^{i,1}_K \oplus (N \| 0^{64})) \oplus M_i
\]

Similarly, decryption is computed using the same operation by swapping $C_i$ and $M_i$.

The authentication tag is computed iteratively as follows:

1. The tag buffer $T$ is initialized with the nonce concatenated with the first eight bytes of the associated data ($A_0$).
2. For each remaining 20-byte block of associated data $A_i$ ($0 < i < l_A$), the tag buffer is updated as
   \[
   T \leftarrow T \oplus \text{mask}^{i,0}_K \oplus P(\text{mask}^{i,0}_K \oplus A_i)
   \]
3. For each ciphertext block $C_i$, the tag buffer is updated as
   \[ T \leftarrow T \oplus \text{mask}_{K}^{i,0} \oplus P(\text{mask}_{K}^{i,2} \oplus C_i). \]
4. The tag buffer is updated by computing
   \[ T \leftarrow \text{mask}_{K}^{0,0} \oplus P(T \oplus \text{mask}_{K}^{0,0}). \]
5. The first eight bytes of the tag buffer $T$ are returned as the tag.

The entire encryption and authentication procedure is depicted in Figure 1.

We can notice that the key doesn’t appear directly in this encryption procedure: it only appears as a parameter to the masking function \( \text{mask}_{K}^{a,b} \). The \( \text{mask}_{K}^{a,b} \) function will be described in the next sub-section.

### 3.2.1 The Masking Functions

The \( \text{mask}_{K}^{a,b} \) functions are defined for \( b = \{ 0, 1, 2 \} \) as follows:

- \( \text{mask}_{K}^{a,0} = \text{lfsr}^a(P(K|0^{32})) \)
- \( \text{mask}_{K}^{a,1} = \text{lfsr}^a(P(K|0^{32})) \oplus \text{lfsr}^{a+1}(P(K|0^{32})) \)
- \( \text{mask}_{K}^{a,2} = \text{lfsr}^{a-1}(P(K|0^{32})) \oplus \text{lfsr}^{a+1}(P(K|0^{32})) \)

\( \text{lfsr}^a \) denotes \( a \) successive applications of the LFSR pictured in Figure 2 in which each \( S_i \) corresponds to one byte of the state, starting with the leftmost byte \( S_0 \). The state of the LFSR is initialized to \( P(K|0^{32}) \), also called expandedKey.
As described in the previous subsection, mask_{a,0}^K is used to process the associated data during tag generation, mask_{a,1}^K is used to encrypt plaintext blocks, and mask_{a,2}^K is used to process the ciphertext blocks during tag generation.

We note that the LFSR used in the masking function is invertible, which means that it is possible to recover mask_{a}^{-1,0}^K from mask_{a,0}^K. In other words, it is easy to recover expandedKey from mask_{1,0}^K. Given mask_{1,0}^K, we simply shift the bytes to the right and compute expandedKey_0 as follows:

\[
\text{expandedKey}_0 = (\text{mask}_{1,0}^K \ll 7) \& (\text{mask}_{1,0}^K \gg 7) \oplus \text{mask}_{1,0}^K_{19}
\]

In the next section, we demonstrate an attack that recovers mask_{1,0}^K using power analysis. Using that, we can then inverse the LFSR to recover expandedKey and finally inverse P to recover the key.

4 Our proposed attack

In this section, we describe how we use a CPA attack [8] against the first round of P during the computation of the authentication tag to recover mask_{1,0}^K, and therefore K.

We recall that during the computation of the tag, the first block of associated data (after the first eight bytes) A_1 is absorbed by computing mask_{1,0}^K \oplus P(A_1 \oplus \text{mask}_{1,0}^K). We notice that the permutation P receives a 20-byte block of user-controlled data (A_1), which is bitwise XORed with the secret we want to recover (mask_{1,0}^K). Our target for this attack is the first round of this particular invocation of the permutation P.

If we combine the exclusive or operation and the beginning of the first round, we can construct a model that, given the i^{th} byte of mask_{1,0}^K and of A_1, outputs the value of the i^{th} byte of the state after the sBoxLayer in the first round of P. We denote this model as Model(a, k, i), where i \in 0 \ldots 19 is the position of the byte, a is the i^{th} byte of A_1 and k is the i^{th} byte of mask_{1,0}^K. This model is described in Algorithm 2.

What is interesting with this model is that if we have an oracle that can retrieve the value of the i^{th} byte of the state at this point in a real invocation of the cipher with a known associated data byte a, we can easily find k by running the model with all possible values for k \in \{0, 1\}^8 and stopping when it gives the correct output. Doing this again for all values of i recovers the entire mask_{1,0}^K in at most 2^8 \cdot 20 attempts.

In our case, this oracle does not exist, but we can use CPA with this model to approach it. The idea behind CPA is to capture power traces of the target device encrypting with multiple known arbitrary values of a, then to compute the model with all possible values for k and all values we used for a to see which k predicts best the power consumption
Algorithm 2. Model$(a, k, i)$

observed on the device. This works because the power consumption of a cryptographic
device depends on the data that is being processed on that device. We will now describe
the process in more detail.

4.1 Recovery of $\text{mask}_{K}^{1,0}$

To perform a CPA attack on a cryptographic device, we need a general idea of the relation
between the data processed by the device and its power consumption. In our case, we
assume that the power consumption is proportional to the Hamming weight (the number
of bits set to 1) of the data read from or written to memory.

The recovery of $\text{mask}_{K}^{1,0}$ by CPA works as follows:

1. We generate an arbitrary number $n$ of nonce and associated data pairs $(N_j, A_j)$ with
   $j \in 0 \ldots n - 1$, $N_j \leftarrow \{0, 1\}^{12}$ and $A_j \leftarrow \{0, 1\}^{28}$. Only the last 20 bits of $A_j$
   really need to be random, but for simplicity we generate all these values randomly.

2. We encrypt each of these pairs on the attacked device and record its power consump-
tion, which we denote as $T_j$; a vector of $m$ power samples. All $T_j$ have the same
   length and are synchronized on the same operation (they are aligned).

3. Using this data, we can now run the CPA on a computer. We describe the procedure
to recover the $i^{th}$ byte of $\text{mask}_{K}^{1,0}$. We denote $a_j$ the $i^{th}$ byte of $A_j$ ($a_j = (A_j)_i$).

   1. For each candidate value $k \in \{0, 1\}^8$ and for each $j$, we compute the Hamming
      weight of the model prediction as $(H_k)_j = \text{HammingWeight}(\text{Model}(a_j, k, i))$

   2. Then, we group each position in the power traces $t \in 0 \ldots m - 1$ as vectors
      $P_t = ((T_0)_t, \ldots, (T_{n-1})_t)$

   3. For each $k$ and each $t$, we compute the Pearson Correlation Coefficient [8]
      between samples $H_k$ and $P_t$ as

      \[
      \rho_{k,t} = \frac{\text{cov}(H_k, P_t)}{\sigma_{H_k} \cdot \sigma_{P_t}}
      \]

   4. For each candidate $k$, we find the maximal correlation coefficient
      $\hat{\rho}_k = \max_t(\rho_{k,t})$

   5. We sort candidates by decreasing $\hat{\rho}_k$. The most likely value for the $i^{th}$ byte of
      $\text{mask}_{K}^{1,0}$ is $\text{arg max}_k(\hat{\rho}_k)$. 
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In general terms, this means that for each timestamp we compute the correlation between the power consumption samples at that timestamp and the predictions of our model given a candidate for the key byte $k$. If the candidate is the correct value of $(\text{mask}^{1,0}_K)_i$, we expect that all the predictions of the model will be correct and correspond to a value that is processed during computation in the cryptographic device, which leads to a high correlation coefficient. On the other hand, while incorrect keys will sometimes give the same Hamming weight as the correct key (by the pigeonhole principle), computing the model with an incorrect key will most of the time return a value for which the Hamming weight is uncorrelated to the observed power consumption, which leads to a lower correlation coefficient. By doing this on all possible values for $(\text{mask}^{1,0}_K)_i$ and taking the highest correlation coefficient, we recover the correct value.

By running the CPA for each byte $i$ of $\text{mask}^{1,0}_K$, we get a sorted list of potential values that we call $\hat{K}_i$. We denote $(\hat{K}_i)_0$ the value with the highest correlation and $(\hat{K}_i)_{255}$ the value with the lowest correlation. We can derive a potential value for $\text{mask}^{1,0}_K \hat{K} = (\hat{K}_0)_0 \cdots (\hat{K}_i)_{90}$ and use this value to recover a potential value for $\text{expandedKey}$ by inverting the LFSR, as described in Section 3.2.1. Then, we can inverse $P$ to recover a potential key.

4.2 Verification of key candidates

To verify that this key candidate is correct, we recall that $\text{expandedKey} = P(K || 0^{32})$. This means that when we compute $P^{-1}(\text{expandedKey})$, we expect to recover $K || 0^{32}$, and we can verify that $\text{expandedKey}$ is correct by making sure the four last bytes of the result we obtained are indeed 0x00. Since $P$ is pseudo-random, the likelihood of an incorrect $\text{expandedKey}$ being inverted to a byte-array ending with four 0x00 bytes is $2^{-32}$, which we consider low enough for this attack. If the attacker wants extra confidence, it is possible to verify the obtained key by obtaining a known (plaintext, nonce, ciphertext) triple on the attacked device, then trying to re-encrypt the plaintext with the obtained key and making sure it gives the same ciphertext.

Because CPA is a statistical method, it can be imprecise, and sometimes the potential $\text{mask}^{1,0}_K$ we recover is incorrect, because the correct value for byte $i$ is $(\hat{K}_i)_1$ and not $(\hat{K}_i)_0$. To account for this, we suggest a form of exhaustive search among potential keys. To make this analysis fast, we get rid of unlikely candidates and only keep $(\hat{K}_i)_0$ to $(\hat{K}_i)_{3}$ for all $i$. The number of candidates kept is arbitrarily chosen and may vary depending on the attacked device, but it is important to keep this number small. Then, we proceed to the exhaustive search by making a guess on the number of errors. First, we try to find the key by assuming only one byte of $\text{mask}^{1,0}_K$ is wrong (i.e. $\exists j \in 0 \ldots 19$ s.t. $(\text{mask}^{1,0}_K)_j \neq (\hat{K}_j)_0$ and $(\text{mask}^{1,0}_K)_i = (\hat{K}_i)_0 \forall i \neq j$). We ignore what $j$ is, so we iterate on all possible values of $j$, and for each we try alternative values $(\hat{K}_j)_1$ to $(\hat{K}_j)_{3}$, until we find the correct key. If no correct key is found this way, we proceed in the same way but this time supposing thats there are two incorrect bytes, then three incorrect bytes. We could go on further, but we stop at three to keep the runtime in acceptable bounds, since the runtime of the exhaustive search with $e$ errors is $4^e \cdot \binom{20}{e}$ checks.
5 Experimental results

In this section, we present the experimental results of our Python implementation on this attack on a ChipWhisperer [16] board.

5.1 Our Setup and Methodology

We confirmed that our attack works by implementing it on the ChipWhisperer [16] framework, using the LASCAR [17] toolbox for the optimized CPA computation. We chose this framework because it combines a target processor and an Analog to Digital Converter (ADC) on the same circuit board, making the attack easy to carry out and demonstrate. Another advantage of using this framework is that it makes the attack simple to reproduce by anyone, as the board used to demonstrate it is widely available. We also published the source code of our attack on GitHub to facilitate the reproduction in the kudelskisecurity/nist-lwc-power-analysis repository.

The ChipWhisperer board we used is the ChipWhisperer Lite ARM kit, containing a CW303 32-bit STM32F303RCT6 ARM Cortex-M4 microcontroller as the attacked device and a CW1173 ChipWhisperer-Lite capture board. The microcontroller clock is set at 7.4 MHz, and the sampling frequency is set to 29.6 MHz. The ADC has a 10-bit resolution and a 24k sample buffer.

The implementation we attacked is the reference implementation provided by the cipher authors as part of their submission to the NIST LWC, written in C. It was compiled with the ChipWhisperer toolchain, with an -O3 optimization parameter. The compilation script and instructions are provided with the attack source code. While this implementation is an ideal case for our attack, other unpublished attacks on NIST LWC candidates show us that optimized versions written in assembly can usually still be attacked by using more traces. We are therefore confident that our attack would still work on alternative implementations as long as no power analysis countermeasures are implemented.

To validate our number of power traces, we ran our attack 200 times with a number of power traces set between 25 and 40. We did not test any lower value because of the very high failure rate. Each power traces contains precisely 24’000 voltage samples, which we only capture after the 974’000th sample. This attack point was selected by visual inspection of complete power traces to find the targeted S-Box operation. We carried the attack on a common laptop with an Intel Core i7-8565U CPU with four cores and a 1.8GHz base frequency. Since the laptop was running other processes, the exact time of the attacks is imprecise, but the goal of the benchmark was to give a general idea of the runtime. To limit the effects of multitasking on the results, we alternated the number of traces when running the benchmark: instead of running the attack 200 times for 25 traces, then for 26 traces, and so on, we ran the attack once for each number of traces, and then repeated this process a total of 200 times.

5.2 Results

The success rate (that is the number of successful key recoveries over the number of attempted key recoveries) was evaluated without any kind of exhaustive search step: we only evaluated the success rate of the CPA itself. The results are displayed in Figure 3.
We can see that the CPA already recovers the correct mask in more than 90% of the cases when using more than 35 power-traces (max. 96% for 38 traces). However, it is also interesting to see by how much the CPA misses when it finds an incorrect mask. This is what the three other curves display: they show what the success rate would be if we used an exhaustive search step with up to 1 (respectively 2, 3) errors. We don’t include in these curves errors that could not be recovered by the exhaustive search, that is attack attempts where at least one byte of the mask was not present in the top four most likely values returned by the CPA. These occur rarely when using more than 35 traces: only one error of the type was reported for 36 and 37 traces, and 0 for more. They are however more frequent on a lower number of traces: 28% of attempts with 25 power traces had at least one byte which could not be recovered by exhaustive search. Overall, we see that the attack has an almost 100% success rate with more than 35 traces and an exhaustive search step with up to 3 errors. We stress that this exhaustive search step is not even used in more than 90% of the attack attempts with that number of traces.

The performance measurement was done with a rather imprecise setup (the computer was also working on other tasks) and excluded any exhaustive search step. It only shows the time it takes to capture the power traces and to run the analysis, measured using Python’s `process_time`. The results are displayed in Figure 4. Overall, we observe that 75% of the attacks take about 40 seconds or less, for all number of power traces. Only 10% of the attack attempts took more than one minute, and not a single attempt took more than two minutes.

### 6 Extending the attack to Jumbo

As we detailed earlier, Elephant has three members: Dumbo, Jumbo and Delirium. While Delirium uses a different permutation and cannot be attacked with the same method, Jumbo uses the same permutation as Dumbo with a different block size. This makes porting our attack to Jumbo easy.

The main differences between Jumbo and Dumbo are highlighted below:
• The underlying permutation is $\text{Spongent-}\pi[176]$ instead of $\text{Spongent-}\pi[160]$. This means the internal state is 176-bits (22-bytes) long instead of 160-bits (20-bytes) long. The permutation also has 10 additional rounds.

The initial value of $c$ in $\text{Spongent-}\pi[176]$ is $0b1000101$ instead of $0b1110101$ in $\text{Spongent-}\pi[160]$.

The $p\text{Layer}$ is slightly different:

\[
pL(j) = \begin{cases} 
44j \mod 175 & \text{if } j < 175, \\
175 & \text{if } j = 175.
\end{cases}
\]

• The LFSR used to generate the masks is different. It operates on 22 bytes (instead of 20), and $S_{21}$ is updated to $S_0 \ll 1 \oplus S_3 \ll 7 \oplus S_{19} \gg 7$.

• The number of 0 bits appended to the key to compute the first mask is 48 instead of 32.

The attack therefore works very similarly, by updating the model to reflect the changes in the constants and length of the state. We do not provide a detailed performance analysis of this variant of the attack, but its source code is included with the other attack.

### 7 Conclusion

We presented an efficient attack on Dumbo, the 160-bit version and primary instance of the NIST lightweight candidate Elephant, that can recover the secret key in about a minute using only 35 power traces. We described how this attack can be extended to the 176-bit variant of the cipher, which uses the same underlying permutation.

While we only attacked the software implementation of Dumbo, it would be interesting to see if hardware implementations of the cipher are vulnerable to this attack, and if so, how many traces are required to recover the secret key.
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