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1 Introduction

Authenticated encryption (AE) currently aims to provide pri-
vacy and authenticity of the communicated data. Recent at-
tacks and applications [3, 4, 8, 15, 16, 21] motivate an addi-
tional security attribute, namely to be committing. This means
a ciphertext should be a commitment to the key, and beyond
that, possibly to all the inputs to the encryption algorithm.

In the proposed talk, we will start by surveying the land-
scape of committing AE, listing available schemes and com-
paring then along a set of metrics involving both security and
cost. We will see that committing security can be achieved
quite cheaply if one is content with 64-bit security, but we will
argue that, due to offline attacks, standards should target 128-
bit security. But current schemes for this all pay in increased
ciphertext size compared to the underlying (non-committing)
AE scheme. We present a new, general, and arguably sur-
prising technique that succeeds in eliminating this overhead,
providing 128 bits of committing security, with no increase
in ciphertext size compared to the underlying AE scheme.
We report on implementation-based performance assessments
that show that our new schemes compare well in computation
time to alternatives.

2 Background and definitions

AE SCHEMES. Recall that in a nonce-based symmetric en-
cryption scheme SE, encryption takes key K, nonce N, as-
sociated data A and message M to deterministically return a
ciphertext C← SE.Enc(K,N,A,M), with decryption recover-
ing via M← SE.Dec(K,N,A,C) [24, 25]. AE security asks
for privacy of the message and authenticity of both the mes-
sage and the associated data. In its most basic form, called
UNAE (Unique-Nonce AE security) this is under the assump-
tion that nonces are unique, meaning never reused across
encryptions [24, 25]. While there are stronger notions (such
as misuse-resistant AE [26]), since those notions are not yet
standardized, we will focus here on UNAE.

A central scheme is GCM [22]. It is a NIST standard [14]
and is used in TLS [27]. Other standardized and widely-used
schemes are XSalsa20/Poly1305 and ChaCha20/Poly1305
[9, 10, 11]. All these are UNAE-secure.

COMMITTING SECURITY. We recall notions of what it means
for a ciphertext C← SE.Enc(K,N,A,M) to be a commitment,
following [6]. The first notion, CMT-1, asks that the com-
mitment be to the key K. In the game formalizing this, the
adversary returns a pair ((K1,N1,A1,M1),(K2,N2,A2,M2))
satisfying K1 ̸= K2, and is successful if SE.Enc(K1,N1,A1,
M1) = SE.Enc(K2,N2,A2,M2). Extending this, CMT-4 asks
that the commitment be, not just to the key, but to K,N,A,M,
meaning to all the inputs to SE.Enc. The game changes only
in the requirement K1 ̸= K2 being replaced by (K1,N1,A1,
M1) ̸= (K2,N2,A2,M2).

As a mnemonic, think of the integer ℓ in the notation
CMT-ℓ as the number of inputs of SE.Enc to which we com-
mit. Note that CMT-4 is equivalent to saying that the function
SE.Enc is collision resistant. We will explore the implications
of this connection later.

Clearly CMT-4 → CMT-1, meaning any scheme that
is CMT-4-secure is also CMT-1-secure. So why consider
CMT-1 separately? The answer is that CMT-1 security can
be achieved more cheaply than CMT-4. But many applica-
tions only need CMT-1, and can thus benefit from cheaper
schemes dedicated to this goal.

WHY COMMIT? The canonical method for password-based
encryption (PKCS#5 [18]) uses a symmetric encryption
scheme SE, such as GCM, as a tool. In a surprising attack,
LGR [21] show that absence of CMT-1 security in SE leads to
a break of the overlying password-based encryption scheme.
This attack is circumvented if SE is CMT-1-secure [8].

Broadly, we have seen protocols failing due to absence of
CMT-1 security in an underlying encryption scheme and then
fixed by its being added. ABN [3] illustrate this when the
protocol is PEKS [12]; they also note that when encryption
strives to be anonymous, CMT-1 security is necessary for
unambiguous decryption. FOR [15] illustrate the issue for an
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encryption-using Oblivious Transfer protocol and note that en-
cryption not being key-committing has lead to attacks on Pri-
vate Set Intersection protocols [20]. ADGKLS [4] describe in
detail three real-world security failures —the domains are key
rotation, envelope encryption and subscribe-with-Google—
arising from lack of CMT-1 security.

CMT-4 is a simple, optimally-strong goal: we commit to
everything. This means all 4 of the inputs to the encryption
algorithm: key, nonce, associated data and message. Some
motivation comes from applications; for example, GLR [16]
show that committing to header and message is needed for
an AE scheme to provide message franking, a capability in
messaging systems that allows a receiver to report the receipt
of abusive content. But the larger benefit is to increase ease
of use and decrease risk of error or misuse. An application
designer is spared the burden of trying to understand to exactly
which encryption inputs the application needs a commitment;
with CMT-4, she is covered.

ATTACKS ON CURRENT SCHEMES. AE schemes that are cur-
rently standardized or in use were not designed to have com-
mitting security, but it is natural to ask if they happen to
have it already. The answer is no. Attacks from [4, 16, 21]
show that GCM, XSalsa20/Poly1305, ChaCha20/Poly1305
and OCB [25] are all CMT-1-insecure. MLGR [23] give at-
tacks on CCM [29], EAX [7] and SIV [26]. MLGR [23] and
CR [13] give attacks on OCB3 [19]. The conclusion is that
we need new schemes.

3 Landscape of committing AE schemes

The research literature provides many committing AE
schemes. Here we aim to provide a survey. We first discuss
some metrics for the quality of committing AE schemes. Then
we will survey how different schemes fare under these met-
rics.

METRICS. We will consider schemes that are UNAE-secure.
Then we will additionally classify them as per the following
metrics:

1. Type of CMT security. The type of CMT security
achieved. There are two choices, namely CMT-1 and
CMT-4 as defined above.

2. Number of bits of CMT security. Some schemes provide
64 bits of CMT security while others provide 128 or
more. The former may suffice in some contexts and
permits cheaper schemes, but CMT security (unlike AE
security) is subject to offline attack, and so we suggest
that a higher number of bits of security (128) is a better
choice for a standard.

3. Ciphertext overhead. This is defined as the length of
the ciphertext minus the length of the message. Now,
the authenticity requirement of AE necessitates a tag,

which already adds ciphertext overhead. (For GCM, this
is 96–128 bits.) However, CMT security may add fur-
ther ciphertext overhead, the amount depending on the
number of bits of CMT security provided.

4. Computational cost. We assess the performance of en-
cryption and decryption for CMT-secure schemes by
implementation. We use GCM as a baseline, expressing
costs as percentage overhead over GCM. The picture
here is more complex than for the other dimensions
discussed above. Our implementations show that the
overhead depends on message length. Schemes show
significant performance overheads for short messages,
but for long messages and fixed-size AD, the gaps are
more narrow.

SCHEMES COMPARED. Figure 1 compares schemes along
the first three metrics discussed above. The last (computa-
tional cost) is depicted in Figures 2 and 3.

The Figure 1 schemes are based on AES, so n = 128. Some
schemes allow an integer parameter e≥ 128 that determines
the number of bits of committing security as shown, with a
corresponding increase in ciphertext expansion as shown. We
first discuss known schemes and then turn to ours, shown in
the grey rows.

As a comparison point, we first show GCM, which has no
committing security. The ciphertext expansion is the length
of the tag. We have listed the maximum tag length of n = 128
bits, but GCM allows shorter tags.

Next we show schemes achieving CMT-1 security.
CAU-C1 is a tiny modification of GCM from [6] that pro-
vides CMT-1 with no increase in ciphertext size over GCM
(ciphertext expansion remains n = 128 as in GCM) and a very
small increase in computational cost. The drawback is that
it has only 64-bits of committing security. The Amazon and
libsodium schemes can provide 128 bits of CMT-1 security
by setting e = 384, but this incurs a 384-bit ciphertext expan-
sion, 256 bits more than GCM or CAU-C1. Also, due to the
use of cryptographic hash functions, these schemes are signif-
icantly slower than GCM, as shown in Figure 2. The padding
fix of [5] pads the message before encrypting with GCM. It
can provide at most 96-bits of CMT-1-security, achieved by
setting e = 384. This is better than 64 but still short of the
desired 128. It also has 384-bit ciphertext expansion in this
mode.

Turning to CMT-4, recall that this goal is equivalent to
asking that the encryption function SE.Enc be collision resis-
tant. As pointed out in [6], since the ciphertext size is inde-
pendent of the size of the associated data, this necessitates
collision-resistant hashing, which has lead schemes to use
cryptographic hash functions like SHA256. This increases
cost, making CMT-4 schemes slower than CMT-1 schemes.

CAU-C4 [6] hashes the key, nonce and associated data to de-
rive a sub-key, under which the message is CAU-C1-encrypted
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Scheme From Type of Bits of Ciphertext
CMT security CMT security expansion

GCM [14, 22] – 0 n
CAU-C1 BH1 [6] CMT-1 n/2 n
Amazon ADG+ [5] CMT-1 e/2−n/2 e≥ n

libsodium libsodium [2] CMT-1 e/2−n/2 e≥ n
Padding fix ADG+ [5] CMT-1 e/2−3n/4 3n≥ e≥ 2n
CAU-C1+ This paper CMT-1 e/2 2n≥ e≥ n

NC1 This paper CMT-1 n−8−⌈log2(n)⌉ n
CAU-C4 BH1 [6] CMT-4 n/2 n
CTX CR [13] CMT-4 e/2 e≥ n
CTX+ This paper CMT-4 e/2 e≥ n
NC4 This paper CMT-4 n−8−⌈log2(n)⌉ n

Figure 1: Comparison of committing AE schemes. Here n is the block and key length of the underlying block cipher, and e is a
parameter assumed to be at least n. Typically AES is the underlying block cipher, so e≥ n = 128. Grey rows indicate the new
schemes from this work.
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Figure 2: Relative overhead of CMT-1 schemes with respect
to GCM. Smaller is better.

with the nonce and empty associated data. Ciphertext ex-
pansion remains n = 128 as in GCM. The scheme provides
CMT-4 security, but, as with CAU-C1, only at the 64-bit level.
CTX [13] replaces the GCM tag T with a hash of the key, T ,
and associated data. For 128-bit security, the hash function
needs to have a 256-bit output, so the ciphertext expansion
is 256-bits. Due to the use of cryptographic hash functions,
CTX has appreciable computational overhead over GCM, as
shown in Figure 3.

4 The challenge and our schemes

The prevailing understanding is that CMT-security is subject
to birthday attacks, and thus 128-bit security requires a 256-bit
ciphertext expansion. We break this barrier to give schemes
that achieve 128-bit committing security with 128-bit cipher-
text expansion. Let us start with a high-level explanation of
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Figure 3: Relative overhead of CMT-4 schemes with respect
to GCM. Smaller is better.

why this is possible.

COMMITTING WITH OPTIMAL EXPANSION. For CMT-1,
the birthday attack does not apply in general. It does, however,
for current schemes, leading to 256-bit expansion for 128-bit
committing security. Our new schemes will cut the expansion
to 128 bits while preserving the committing security.

Recall that CMT-4 is asking that the function SE.Enc be
collision resistant. Moreover, the length of the ciphertext does
not depend on the length of the associated data. So, as noted
in [6], a birthday attack is always possible. This has lead
people to conclude that 128-bit security requires 256-bit ex-
pansion. We start with the observation that the birthday attack
does not actually necessitate a 256-bit expansion; what it ne-
cessitates is a ciphertext length of at least 256 bits. Now, if
the message M is at least 128 bits, it is possible in principle to
have a ciphertext expansion of only 128 bits. (The expansion

3



would, in general, be max(128,256−|M|) bits.) This makes
it possible to at least hope for only 128-bit expansion.

But are there schemes that can actually achieve this? We
show that there are. Towards this we introduce and build a
primitive called a committing concealer. Let us first overview
our schemes.

OUR NEW SCHEMES. As a starting point, our first new
CMT-1 scheme is CAU-C1+. It generalizes CAU-C1 by al-
lowing a parameter e determining the CMT-1 security. Setting
e = 256 yields the desired 128-bits of CMT-1 security but
with ciphertext overhead 256 bits, which is already better than
the Amazon and libsodium schemes. Moreover, CAU-C1+
reduces computational cost; as shown in Figure 2, CAU-C1+
has about the same speed as GCM itself. For us the main value
is that it will be a tool for the next scheme.

Our second and main new CMT-1-scheme is NC1. It pro-
vides almost 128 bits of CMT-1 security but, remarkably, with
ciphertext overhead only 128 bits. (More precisely, NC1 has
about 112 bits of CMT-1 security, and its ciphertext overhead
is max(128,248− |M|) bits if the message is M.) Figure 2
shows that, while there is some slowdown compared to GCM
and CAU-C1+, our NC1 scheme is still considerably faster
than the Amazon and libsodium schemes. Also the slowdown
becomes negligible for long messages. NC1 is obtained by
applying our general transform EwC to CAU-C1+.

For CMT-4 also we present two schemes. First, we observe
an optimization of CTX. The latter processes the associated
data twice. We observe that the first encryption pass with
GCM can use the empty associated data. We call this scheme
CTX+. The number of bits of CMT-4 security and ciphertext
expansion remain the same as in CTX, but the computation
time is reduced. As per Figure 3, CTX+ is about 5% faster
than CTX for 5-byte associated data. With longer associated
data, CTX+ will provide even greater speed compared to
CTX.

Our main new scheme for CMT-4 security is NC4, obtained
by applying our general transform EwC to CTX+. It provides
almost 128 bits of CMT-4 security but with ciphertext over-
head only 128 bits. (Again, NC4 has 112 bits of CMT-4 secu-
rity, and its ciphertext overhead is max(128,248−|M|) bits if
the message is M.) Figure 3 shows small slowdown compared
to CTX and CTX+.

A STEPPING STONE: COMMITTING CONCEALER. The core
of our EwC transform is a new primitive that we call a com-
mitting concealer. In a nutshell, a committing concealer is
a committing AE scheme with no nonce or associated data.
Also, unlike conventional AE schemes, a committing con-
cealer only targets very short messages (say at most 15 bytes),
and its ciphertext length is constant (say 31 bytes), meaning
independent of the length of the message.

Our construction of a committing concealer first hashes
(K,M) to derive a 15-byte tag T , and then hash (K,T ) to
mask the 16-byte padded M. To achieve committing security,

the hash is based on the Davies-Meyer construction on AES.
At the first glance, given that we use a hash function with

128-bit output, it seems that we can at best achieve 64-bit
security. However, modeling AES as an ideal cipher, we show
that our construction delivers 112 bits of committing security.
The root of the strong security lies in the circularity of first
deriving T from hashing M, and then hashing T to mask M.

THE EwC TRANSFORM. Our EwC transform takes as input
an AE scheme SE of 256-bit ciphertext overhead, such as
CTX+ or CAU-C1+, and produces another scheme SE of just
max(128,248−|M|) bits of ciphertext overhead. Moreover,
EwC preserves both CMT-1 and CMT-4 security.

Specifically, to encrypt a message M, we first parse it as
S∥P, where |P| = min{120, |M|}. (This means if |M| ≤ 120
then S is the empty string.) We then use SE to encrypt S (with
the given key, nonce, and associated data) to derive a cipher-
text core C∗ and a 256-bit tag T . We then run the committing
concealer to encrypt P with key T to produce a 248-bit T ∗, and
output C∗∥T ∗. The overhead of the EwC transform is the cost
of the committing concealer, and recall that this new primitive
can be realized using just two sequential AES-256 calls.

5 Experiments

In this section, we empirically compare the performance of
our schemes and the prior GCM-based AE schemes that offer
(nearly) 128-bit committing security and constant overhead.
As a result, we do not consider the padding fix, CAU-C1, or
CAU-C4.

• For CMT-1 security, we compare our CAU-C1+ and NC1
the schemes in Amazon Cloud [1, 4] and the libsodium
library [2].

• For CMT-4 security, we compare CTX, CTX+, and NC4.

We implement the schemes for 128-bit key, using the
OpenSSL library (version 1.1.1n). Compilation is done with
-O3 optimization, and -march=native flag. We use SHA-512
to instantiate the cryptographic hash function in the schemes.

EXPERIMENT SETUP. We run experiments on a server with
two Intel Xeon Gold 6240 processors. Each processor has 18
cores and 2.60 GHz base frequency. The server runs CentOS
7.8 with Linux 3.10.0-1160 kernel and has 192GB of DDR4
RAM.

HOW WE BENCHMARK. We evaluate the encryption speed
for each scheme on messages from 16B to 4KB; the AD
size is set to 5B, the situation in the TLS protocol. For each
experiment, we run 10 iterations. In each iteration, we first
run the operation for 50,000 times as a warm-up, and then
measure the average latency for the next 2,000,000 times. We
then compute the median of the 10 average timings; their
standard deviation is within 3% of the median. We report
the relative overhead compared to GCM; for example, an
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overhead of 35% means that this scheme is 1.35 time slower
than GCM.

CMT-1 SCHEMES. The performance of CMT-1 schemes is
shown in Fig. 2. Theoretically, the added cost is constant for
every scheme. In reality, the overhead of the industry schemes
is expensive, even for moderate data like 1KB, because they
use SHA-512 for committing the key. In contrast, CAU-C1+
keeps the commitment cost modest for all data size. The
scheme NC1 comes middle of the pack: using a committing
concealer adds noticeable overhead to CAU-C1+, but it is
still much cheaper than the industry schemes.

CMT-4 SCHEMES. The performance of CMT-4 schemes is
shown in Fig. 3. The cost for having CMT-4 is constant in
theory, but the actual overhead is expensive for small data, as
one has to use a cryptographic hash function like SHA-512.
As expected, CTX+ is the fastest, because theoretically it has
the optimal performance. Moreover, even with 5-byte AD,
there is an appreciable 5% difference between the running
time of CTX and that of CTX+. On the other hand, NC4 is
only about 15% slower than CTX+, as calling a committing
concealer is much cheaper than evaluating a cryptographic
hash function.
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