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Abstract. The security of lattice-based crytography (LWE, NTRU, and FHE) depends on the
hardness of the shortest-vector problem (SVP). Sieving algorithms give the lowest asymptotic
runtime to solve SVP, but depend on exponential memory. Memory access costs much more
in reality than in the RAM model, so we consider a computational model where processors,
memory, and meters of wire are in constant proportions to each other. While this adds substantial
costs to route data during lattice sieving, we modify existing algorithms to amortize these costs
and find that, asymptotically, a classical computer can achieve the previous RAM model cost
of 20.2925d+o(d) to sieve a d-dimensional lattice for a computer existing in 3 or more spatial
dimensions, and can reach 20.3113d+o(d) in 2 spatial dimensions, where “spatial dimensions”
are the dimensions of the physical geometry in which the computer exists.
Under some assumptions about the constant terms of memory access, we estimate increases
in bit security between 3 to 15 bits for different Kyber parameter sets and 4 to 15 bits for
Dilithium.

1 Introduction
Major families of modern cryptography – learning-with-errors, NTRU, and current fully homomor-
phic encryption – rely on the hardness of lattice problems. While these problems are asymptotically
hard, we need explicit parameters to resist current and future attacks by powerful adversaries. Two
of the new standards for post-quantum cryptography from the National Institute for Standards
and Technology (NIST), Kyber and Dilithium (aka ML-KEM [Nat23b] and ML-DSA [Nat23c])
attempt a precise security analysis using the hardness of an attack using the shortest vector problem
(SVP) [ABD+21, BDK+21].

In particular, they estimate the cost based on sieving algorithms, which require exponentially
large memory, and measure costs in the RAM model. The true cost of large scales of memory is a
contentious topic with a long history of debate. In this paper we take the position that the RAM
model is inappropriate for large-scale algorithms. Large memories create extra costs in terms of
signal latency to travel across the memory device, the energy to send such signals, the construction
cost for the wires to carry those signals, the construction cost for the bits of memory, and the
opportunity cost for all of the above.

To account for these costs, we make the following basic assumptions:

1. Computing machines should have constant ratios of processors to memory to wires;

2. There is a constant ∆ ∈ [0, 1
2 ] such that any machine with a radius r contains at most

r
1
∆ +o(1) processors.

The first assumption is something of folklore in the community, expressed succinctly in [BL12]:
“[A chip with many transistors idle] is obviously highly suboptimal: for essentially the same
investment in chip area one can build a much more active chip that stores the same data and that

E-mail: sejaques@uwaterloo.ca (Samuel Jaques)

https://orcid.org/0000-0003-0966-8114
mailto:sejaques@uwaterloo.ca


2 Memory adds no cost to sieving in 3+ dimensions

at the same time performs many other useful computations.” It is a natural consequence of the
area-time model of computation: see [BL12, BK81].

The second point is trivially true because we live in three-dimensional space, implying ∆ ≥ 1
3 .

In many practical instances this can be ignored because the constant factors (hidden in the o(1))
make it irrelevant, but we claim that at cryptographic lattice sieving scales, we cannot ignore
this term. We particularly focus on ∆ = 1

2 as the most realistic case, where computers are
fundamentally two-dimensional objects because of the need for heat dissipation.

Naively applying the last two constraints suggests that classical sieving should include an
extra factor of 20.2075∆d+o(d) in the cost, leading to a total cost of 20.396d+o(d) in two dimensions.
However, existing lattice sieves were designed and parameterized for the RAM model. If we
account for these memory costs in the algorithm design, can we avoid this memory cost?

One level of the recursive sieve from [BGJ15] costs 20.349d+o(d) in the RAM model, which
[Duc18] conjectured to be achievable with a local architecture. Indeed, for the hardware, imple-
mentation, and parameter range of the GPU-based implementations in [DSv21], they found that
one level of the [BGJ15] algorithm was more effective than than the algorithm which is best in the
RAM model [BDGL16]. Both sieves involve two key steps: sort vectors into “filter buckets”, then
exhaustively search pairs in the filter buckets. It is somewhat clear that this can be spatially local
if the size of each filter bucket is the square root of the size of the overall list: if the list has size
L, the time to sort it on a two-dimensional architecture is L1/2+o(1), but this is also the time for a
fully parallelized exhaustive search of all pairs of vectors in a bucket of size L1/2. Thus, the sort
adds no time asymptotically.

Recent comments [Nat23a, Sch23] make this observation, and [Nat23a] note that adjusting the
parameters of [BDGL16] can [BGJ15] and gives similar strategies for d-dimensional architectures.

1.1 Contributions

Asymptotic Results. We extend the ideas of these recent observations by combining the random
product codes from [BDGL16] with the recursive strategy of [BGJ15]. Without the recursion, this
captures the result of [Nat23a], and we show that this is the optimal parameterization of [BDGL16]
under these memory constraints.

With the recursive strategy, we can go further and reach a cost of

max
{√

3
2 ,
√

4
3

1+∆}d+o(d)

= 2max{0.2925,0.2075(1+∆)}(d+o(d)). (1)

In particular, this is 20.3113d+o(d) in two dimensions and 20.2925d+o(d) in three dimensions.
This “cost” is in area-time (or higher-dimensional analogues of area), and with 20.2075d+o(d)

processors this implies a runtime of 2max{0.085,0.2075∆}d+o(d).
We argue that this is essentially optimal: the RAM model cost of 20.2925d+o(d), and the cost of

20.2075(1+∆)d+o(d) to sort the list of vectors, should morally give lower bounds on the cost of a
sieve in area-time. Without a more fundamental breakthrough in sieving algorithms, we should
not expect to beat the RAM model cost, and the layout of vectors in memory ought to be random
enough that a sieve requires at least one sort’s worth of data movement.

Security of Kyber and Dilithium. We then modify the scripts from [AGPS20] to estimate the
costs of the new recursive algorithm in 2 dimensions. Here we directly optimize the parameters
(namely, filter bucket strength) instead of relying on the asymptotic analysis. The resulting costs
are greater than the estimates used in [ABD+21, BDK+21] by 3, 9, and 15 bits for Kyber 512, 768,
and 1024, respectively. This suggests security was slightly underestimated, though the estimates
from [ABD+21, BDK+21] do not include the advances in [MAT22], which we include thanks
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to an update to [AGPS20]1. Compared to the RAM model estimates from the updated estimator,
memory adds a cost of about 10-23 bits, depending on the lattice size.

Specifically, we estimate 2141.5 instead of 2137 for the cost of the sieving subroutine of the
primal attack against Kyber-512, suggesting the full primal attack will cost 2154.5 operations (if no
other aspect of the attack changes). This is slightly lower than NIST’s estimate of 2160 [Nat23a]
and well within their 40-bit margins of error.

These estimates are based on a cost of 2−19.8N3/2 to route or sort N bits of data. The constant
2−19.8 is fairly arbitrary, so we also ran cost estimates with a constant of 1. The resulting costs
were about 12-29 bits higher, depending on the dimension of the lattice.

Disclaimer. We emphasize that these conclusions apply based on an analysis of memory in
current lattice sieves. Future work may find better algorithms for the shortest-vector problem, and
the security of module LWE in general is much more complex; lattice sieving is just one step.
Rather, this work is better seen as an upper bound on the overhead of memory in lattice sieving:
asymptotically only 20.019d+o(d) and only 10-23 bits for cryptographically relevant sizes.

1.2 Open problems
This paper only analyzes 2-sieves, but these can be generalized to k-sieves [HK17, HKL18], which
have a higher cost in the RAM model but use less memory. One point on the time-memory tradeoff
for 3-sieving in the RAM model is 0.305d+ o(d) time with 0.1907d+ o(d) memory [CL23]. If
we can reach the same conclusion as for 2-sieving – that the cost exponent is the maximum of the
RAM model time exponent, and (1 + ∆) times the memory exponent – then this would be cheaper
than 2-sieving. A similar analysis could be done for quantum k-sieves [KMPM19].

An orthogonal advance in LWE attacks is in [Ber23], based on improved meet-in-the-middle
attacks. We suspect that our improved memory-aware sieving can be combined straightforwardly
with these techniques.

Giving concrete estimates for these attacks is a computational challenge itself, and we had to
cut some corners to make the estimation computations feasible. Better optimization of parameters
might reduce the concrete bit security slightly, while incorporating the non-randomness overhead
from [Duc22] might increase bit security slightly.

1.3 Outline
We give background on lattice sieving and memory assumptions in Section 2. In Section 3 we
analyze the re-parameterization of [BDGL16] and a recursive variant, giving the lowest asymptotic
costs. In Section 4 we compute concrete costs for Kyber and Dilithium.

2 Background

2.1 Memory Costs
Our main goal is a more realistic cost accounting than the RAM model. In the RAM model, our
computer has an instruction set that includes read and write access to fixed-length words from a
memory of unbounded size. We instead assign a cost N∆ to access memory if the memory has
size N , for a parameter ∆ ∈ [0, 1

2 ]. There are many reasons to justify this cost, especially at the
scales we will consider where memory may be 290 bits or more. Such reasons include:

• Latency: Each bit in memory has some physical size, implying the N bits of memory occupy
a physical space with radius at least N1/D+o(1) (if the memory is D-dimensional). The

1Available at https://github.com/jschanck/eprint-2019-1161/commit/
a4d3a53fe1f428fe3b4402bd63ee164ba6cc571c

https://github.com/jschanck/eprint-2019-1161/commit/a4d3a53fe1f428fe3b4402bd63ee164ba6cc571c
https://github.com/jschanck/eprint-2019-1161/commit/a4d3a53fe1f428fe3b4402bd63ee164ba6cc571c
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average-case time for a signal to propagate from a random bit of memory to a fixed location
is proportional to this radius.

• Energy: Again relying on the size bounds, a signal in a wire will attenuate as it propagates.
The total energy lost will be proportional to the length of the wire.

• Area-time: The computer’s builder can decide to purchase processors instead of memory or
wires, at a fixed (albeit large) constant ratio. Thus, there is a constant opportunity cost to use
any component (e.g., fixed lengths of wires, fixed amounts of memory, single processors) for
one time step. More concretely, rather than building a wire of length N1/2+o(1), we could
have built N1/2+o(1) processors and used them instead.

We will dwell on the area-time cost. Thinking in these terms, a sensible architecture ought to
have the number of processors, amount of memory, and amount of wires all roughly proportional
to each other. However, this raises connectivity issues: can all processors connect to each other?
With P processors, all-to-all connectivity requires P 2+o(1) wires. Limited connectivity uses fewer
wires, but if each processor has on average one non-local connection (say, length P

1
2 +o(1) to

reach a processor on the other side of the device), the total length of all wires still exceeds P
asymptotically.

Thus, we only meet our goal of a constant processor-to-wire ratio with local connections
between processors. This justifies a mesh architecture: we have P processors, each with O(1) bits
of memory that it can access locally, and O(1) connections to other processors that are physically
nearby. The mesh could be three-dimensional, but more likely it would be two dimensional because
of heat dissipation: heat must dissipate out of the surface area of of the machine, but this can only
grow proportionally to the square of the machine’s radius.

In this paper we will mainly think in terms of the mesh architecture. The memory access cost
is much more direct now: if we let P∆ represent the radius of the mesh (the average length of the
shortest path between two nodes), then to move memory from one part of the machine to another
the signal must pass through P∆ processors, each of which performs some computation to pass
the signal along. Setting ∆ = 0 negates these latency concerns, while ∆ = 1

3 corresponds to a
three-dimensional architecture and ∆ = 1

2 corresponds to a two-dimensional architecture.

Memory access by sorts. A common technique in these mesh architectures is a memory access
by a sort. Suppose each processor has one item of a list in its local memory. Using techniques
like [SS86] or [Kun87], the machine can sort the list with P 1+∆+o(1) operations in time P∆+o(1).
This also works if each processor has O(1) items. We stretch the definition somewhat and allow a
logarithmic number of connections for ∆ = 0, which allows sorting in poly-log time (e.g., with a
bitonic sort).

We can use a sort so that all processors can simultaneously have random access to such a list.
The technique is straightforward: each processor j takes its request address i and creates a tuple
(i, 0, request). It also takes its item `j from the list and creates a tuple (j, `j ,mem). Then the
processors sort all of these tuples by the first component, breaking ties with the last component.
This ensures that a request tuple with an address i will be sorted to be physically near the memory
tuple (i, `i,mem). Then the processor with both tuples in its local memory can copy the item `i
from one tuple to the other. Once all processors do this (simultaneously), they reverse the sort so
that all request tuples are returned to the respective processor.

There are some complications to ensure multiple accesses to the same memory item are handled
gracefully, but this is asymptotically solved (e.g., [BBG+13]).

Sort Lower Bound. We prove a brief folklore fact about ∆, namely that if the amount of wire
is proportional to the number of processors P , then the radius of the mesh (the number of hops
between nodes) is proportional to the physical radius of the device. While lower bounds on sorts in
a mesh are well-known (and obvious, since it would take P∆+o(1) hops simply to pass a message
from one side to the other), we will show that adding extra wires will not improve the time.
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This is almost identical to Theorem 1 from [Wie04], with the main difference that we focus on
the cost of a random access pattern instead of a worst-case access pattern. This is important for
lattice sieving as we expect the routing necessary to move lattices to their filter bucket will behave
like a random permutation.

Define a “parallel architecture” as a sequence of machines, each with P processors, from P = 1
to∞. Each machine has a specific physical layout and connectivity. We define ∆ such that in any
machine, the maximum number of processors in a radius r around any point is at most Cr1/∆ for a
constant C that may depend on ∆.

We let t0 be a finite time step and suppose that each wire (i.e., a connection between two
processors) can carry one message between those processors in each time step. The routing task
we want to solve is that each processor is given a message and the address of another processor,
and we want to send all of these messages, with the promise that each address is unique. This is at
least as hard as a sort, as the method given previously reduces this problem to sorting.

Proposition 1. Suppose we have a parallel architecture with wires whose total length is W .
Then for all but a negligible fraction of inputs, the routing task defined above requires at least
P 1+∆+o(1)/W time steps.

Proof. At each time step, each wire in the machine carries at most one message. We can define the
distance each message travels as the sum of all lengths of wires that carry that message at some
time step. It’s clear that if a message travels from processor i to j, this value must be at least as
large as the spatial distance between i and j. We can then reason about the sum of all of these
distances, denoted D.

Our first claim is that for all but a negligible fraction of address patterns for the messages,
D ≥ P 1+∆+o(1). Consider the set Sε of all inputs such that D ≤ P 1+∆−ε for some ε > 0. Divide
the messages into two types: those that travel a distance greater than L, and those travelling less
than L. We will set L = P

ε
2 , and further define Sε,n as the set of all inputs where at most n

messages travel further than L. This means |Sε,n| ≤ |Sε,n′ | for any n ≤ n′.
Then we (over)count how many possible patterns of addresses produce this. First, we choose

which of the P messages will have lengths at least L – there are
(
P
n

)
choices. Then for each of

the P − n messages travelling a distance less than L, there are at most CL1/∆ processors it could
reach. Thus, there are at most

(
CL1/∆)P−n choices for destinations for these messages. For the

remaining messages of distance at least L, they might reach any processor, so there are at most Pn

choices. Together this gives

|Sε,n| ≤
(
P

n

)
Pn(CL1/∆)P−n. (2)

Since |Sε,n| increases in n, we can bound

|Sε| ≤
nmax∑
n=0
|Sε,n| ≤ nmax

(
P

nmax

)
Pnmax(CL1/∆)P−nmax . (3)

To find nmax, we see that D ≥ Ln, since there are at least n messages travelling a distance L.
We assumed D ≤ P 1+∆−ε and we chose L = P

ε
2 , giving nmax ≤ P∆− ε2 .

Finally, we know that there are P ! possible patterns of addresses, as each one induces a unique
permutation. Thus, the fraction of messages with D ≤ P 1+∆−ε is at most

nmax
(

P
nmax

)
Pnmax(CL1/∆)P−nmax

P ! = exp
(
− ε

2∆P logP + o(P )
)

(4)

using Stirling’s inequality. This decays exponentially in P .
Now we argue that WT ≥ D. We can let Li be the sum of lengths of all wires carrying a

message at time step i. Because a wire cannot carry two messages in the same time step, we see
that the sum of Li over all time steps must equal D, the total distance travelled by all messages.
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Since each Li is upper-bounded byW , if we use T time steps than we get a bound ofWT ≥ D.
However, since the reasoning above shows that D ≥ P 1+∆+o(1) for all but a negligible fraction of
inputs, this gives the result.

Proposition 1 shows that even if we have some long-range connections, and even if we ignore
latency, the time to pass messages arbitrarily across the network will grow proportional to P∆+o(1)

unless the machine is, asymptotically, almost entirely made of wires. In our cost model, such a
machine is suboptimal, and so the time to complete a routing is lower-bounded by the physical
radius of the machine.

2.2 Lattice Cryptography
A lattice in Rn is a discrete subgroup of Rn, or equivalently the set of all integer linear combinations
of a set of linearly independent vectors B ∈ Rn. We call such a set a basis, and this is the typical
representation of a lattice for a computer.

Given a lattice L as a basis B, the shortest vector problem (SVP) asks to find the shortest vector
in L. Solving this exactly is NP-hard.

Lattice cryptography includes learning-with-errors (LWE) and NTRU, and NIST selected
two LWE schemes (Kyber [ABD+21] and Dilithium [BDK+21]) and one NTRU scheme (Fal-
con [FHK+20]), for standardization. LWE cryptography relies on the hardness of the LWE problem,
which has a close connection to SVP: solving LWE reduces to approximately solving SVP, and
approximately solving SVP will solve the LWE problem (albeit with a gap between the respective
approximation factors). In fact, despite a suite of different algorithms to attack LWE [APS15],
Kyber and Dilithium both base their security around the hardness of an attack based on solving
SVP.

In brief, the lattice attacks on LWE work by first constructing a lattice from the LWE instance
where a moderately short vector solves LWE. A technique known as BKZ (e.g., [CN11]) finds
moderately short vectors by solving exact SVP in blocks of much smaller dimension. In this work
we only focus on the problem of solving SVP exactly in these blocks, so-called “core-SVP”.

There are two main classes of algorithms to solve SVP: enumeration and sieving. In the RAM
model, for a lattice of dimension d, enumeration runs in time 2Θ(d log d) but with poly(d) memory,
while sieving runs in time 2O(d) but uses 2O(d) memory. We will only consider sieving.

2.3 Lattice Sieving
Modern lattive sieving is a complex process with many optimizations; see e.g. [ADH+19], [MAT22,
DSv21]. In this work we are mostly interested in asymptotics, and so we simplify the description
of sieving algorithms for ease of analysis.

As a simplified explanation of the basic idea from [NV08], all two-sieving iterates through a
series of lists of lattice vectors L0,L1, . . . , as follows:

1. Produce an initial list L0 of random lattice vectors.

2. Repeat for i = 0, 1, 2, . . . until the vectors in Li are small enough:

(a) Find all reducing pairs of vectors v, w in Li: those vectors such that ‖v− w‖ ≤ γ‖v‖.
(b) For each reducing pair v,w, insert the difference v− w into Li+1.

This process is parameterized by the sizes of the lists Li, and the factor γ. Since the lengths of
vectors decreases exponentially in each subsequent list, the number of lists is only polynomial in
the dimension, and the dominant term in the cost is finding the close vectors. Thus, we parameterize
so that γ is as close to 1 as possible.

The analysis relies on Heuristic 1, which breaks down as the the vectors in the list become
smaller, but seems to hold for the initial iterations.



Samuel Jaques 7

Heuristic 1. The vectors in Li are uniformly distributed on a d− 1-dimensional hypersphere (i.e.,
the surface of a d-dimensional ball).

This implies that two vectors are reducing if and only if the angle between them is less than
π/3. This means the probability of two vectors being close is sin(π/3)d+o(d) = 2−0.2075d+o(d).

This fact provides some justification for the heuristic: the probability that two vectors will be
at an angle closer than π/3 decreases exponentially in the dimension. Thus, if a pair of vectors v
and w do reduce each other, we expect ‖v− w‖ ≈ γ‖v‖ with high probability. Hence, it seems
reasonable to assume that vectors in Li all have the same length.

Since the number of pairs of vectors in Li is
(|Li|

2
)

= |Li|2+o(1), we expect the number
of reducing pairs in Li, and hence the size of Li+1, to be |Li|2+o(1)2−0.2075d+o(d). If this is
less than |Li|, the lists shrink exponentially with each round, and if it’s greater than |Li|, they
grow exponentially. Neither is effective, so we choose |Li| = 20.2075d+o(d) so the lists stay at
approximately the same size. We will denote this size with L. We will use L to refer to the list
itself.

Already, this approach has a lower bound of 20.2075d+o(d) in memory and time, simply to
construct each list of vectors. All remaining design choices go into the methods to find reducing
pairs of vectors. For comparison, a brute-force search (as in the original work [NV08]) would take
time L2+o(1) = 20.415d+o(d), and we hope to improve on this.

Locality Sensitive Hashing. Many cryptographic problems look like collision-finding algo-
rithms, and a productive strategy is divide-and-conquer: since the cost is quadratic to compare
all pairs of elements in a list, we are better off dividing the list into many sub-lists and looking
for pairs in each sublist. This needs to be done in such a way that collisions end up in the same
sub-list. The celebrated collision-finding of [vW94] does this with distinguished points, but lattices
are more difficult because we seek vectors which are geometrically close, not exactly equal. We
need a locality sensitive hash.

Introduced to lattice sieving in [Laa15], with a locality sensitive hash we collect vectors with
the same hash, which will probably be close to each other, into smaller lists (or “buckets”). We can
generalize this to a collection of “filters”, a locality sensitive boolean function, and then a vector
may end up in multiple buckets. A natural type of filter is to choose another vector c and put all
vectors from L which are sufficiently close to c into a bucket labelled by c.

Random product codes [BDGL16] provide an efficient method to perform this step, and state-
of-the-art classical and quantum lattice sieves use them. A random product code defines a set C of
random vectors such that the time to find all vectors c ∈ C which are close to a fixed vector v is
proportional to the number of vectors in C which are close to v, not the size of C itself (up to an
additive subexponential factor; see [MAT22, Duc22]).

The sieve uses a filter for each codeword c, with parameter α. Given a codeword c, a list vector
v will pass the filter for c if |c · v| ≥ α.

Suppose that |C| = Lc for some c. We assume the codewords are, like vectors in L, uniformly
distributed on the surface of a d-dimensional sphere. Thus, we can define a such that L−a =
(1− α2)−d+o(d) is the probability that two random vectors are α-close [BDGL16]. After iterating
through L to fill the filter buckets, we expect each bucket to contain L · L−a = L1−a vectors on
average, and each vector in L to be placed in Lc−a buckets. This means the cost to fill all the
buckets is

L1+o(1) ·max{Lc−a, Lo(1)} (5)

while the memory cost to store all the buckets and their contents will be

Lc+1−a+o(1). (6)

We will also want to sort the buckets in some way, so that either the vectors in each bucket are
physically close, or that we know which memory addresses correspond to which bucket. Such a
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sort will thus cost [Kun87]

max{L1+∆+o(1), L(1+∆)(1+c−a)+o(1)}. (7)

The reason for the first term is that if we have c− a < 0, meaning some vectors will not end up
in any buckets, we will still need to sort the output from all input vectors, even if they have no
buckets.

Finding all solutions. Broadly, we have two main approaches to find all reducing pairs from
the bucket. In a “vector-first” approach, we can iterate over each vector v in L, decode to each
codeword c close to v, then compare v to all w in the filter buckets for each c. Alternatively, in a
“bucket-first” approach, we iterate over all filter buckets and compare all pairs of vectors in each
filter bucket. In the RAM model these lead to equivalent costs, and the vector-first approach clearly
requires more long-range memory access, so we will only consider the bucket-first approach.

We now consider how many solutions we find. Specifically, for κ ∈ [0, 1
3 ] and α ∈ [0,

√
κ], we

want the probability that two vectors v and w satisfy 〈v,w〉 ≥ κ, given that they are both α-close
to a uniformly random codeword c. We define a variable t (implicitly a function of α and κ) such
that L−t equals this probability. From [BDGL16], it can be expressed as:1:

L−t =
(

(1− α2)2

(1− κ)(1 + κ− 2α2)

)−d/2+o(d)

. (8)

Whatever the method, for each codeword, we will end up checking all pairs of vectors which
are close to the codeword. That means we check

Lc+2(1−a)+o(1) (9)

pairs of vectors, so the expected number of reducing pairs is

Lc+2(1−a)−t+o(1). (10)

Recall that we need L reducing pairs to replenish the list. It could be that we choose c such that
L2+c−a−b−t+o(1) < L, in which case we would select a different random product code and try
again. The average number of repetitions will be

L

L2+c−2a−t+o(1) = L2a+t−1−c+o(1). (11)

Putting this all together, the cost to sieve is

max{1, L2a+t−1−c+o(1)}
(
L1+∆+o(1) + L(1+∆)(1+c−a)+o(1) + LcBucket

)
. (12)

where Bucket is the cost to search each bucket. The remainder of the paper will focus on different
approaches to search the buckets.

To help analyze these costs, we will use the following Lemma:

Lemma 1. With a and t defined as in Section 2, for λ ∈ [0, 1), Lλa+t is either non-decreasing in
α or has a local minimum in α between 0 and 1. Specifically:

• if λ = 0, Lt is non-decreasing in α.

• if κ = 1
3 , then La+t ≥ L for all α.

1Often quoted as the probability that a codeword will be close to the two vectors of a reducing pair; a simple application
of Bayes’ rule brings it to this form.
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Proof. We can express

Lλa+t =
(

(1− α)2−λ

(1− κ)(1 + κ− 2α2)

)d/2+o(d)

(13)

and simply take the derivative in terms of α. The derivative has the form

− C(2α2(λ− 1) + 2κ− λκ− λ) (14)

where C is a non-negative function of α. We see that for λ ≤ 1, the derivative is increasing for

α ≥ 0 with potentially one root at α =
√

κ(2−λ)−λ
2(1−λ) . For λ ≤ 1 (specifically including the case

of λ = 0), this root does not exist (and thus Lλa+t is non-decreasing) if 2κ
1+κ ≤ λ. If the root (a

minimum of Lλa+t) does exist, it is at most 1 when λ ≤ 2.
If λ = 1, then the cost is non-decreasing so the minimum is at α = 0, but this is precisely equal

to ( 4
3 )d/2+o(d) = L.

3 Improved Memory-aware Sieves
Recall that our cost is given by Equation (12). We analyze two methods to search the buckets.

3.1 Exhaustive Bucket Search
We first consider an exhaustive search, which is essentially just a reparameterization of [BDGL16].
Each bucket has size L1−a+o(1), so it will require L2(1−a)+o(1) operations to search it. We can
ignore memory constraints for searching within the buckets by imagining any arrangement of
processors which admits of a Hamiltonian cycle of local connections (such as a d-dimensional
mesh). Each processor holds one vector vi throughout the search, and sends a copy of that vector
to the next processor in the cycle. Once a processor compares an incoming vector vj to its local
vector vi, it sends vj to the next processor in the cycle. After L1−a+o(1) iterations, all pairs have
been compared.

Theorem 1. Including the costs for memory movement, the sieve of [BDGL16] achieves a cost of(
41+2∆ · 3

31+2∆ · 4− 4232∆ + 121+∆

)d/2+o(d)

(15)

or,

20.2925d+o(d), for ∆ = 0 (16)

20.3294d+o(d), for ∆ = 1
3 (17)

20.3495d+o(d), for ∆ = 1
2 (18)

obtained at α =
√

1− ( 3
4 )1−∆ and c = min{

( 3
2
)d/2+o(d)

, a}.

Proof. Substituting a cost of L2−2a+o(1) for Bucket in Equation (12) gives

max{L1+∆+o(1), L(1+∆)(1+c−a)+o(1), Lc+2−2a+o(1)}. (19)

The middle term grows fastest in c and is increasing in c, so we should take c ≤ max{a, 1−∆
∆ (1−

a)}. On the opposite end, if c ≤ 2a+ t− 1 and we use multiple codes, the cost is non-increasing
in c so we should take the maximum allowable c in this regime. If c ≥ 2a+ t− 1 and we use one
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code, the cost is non-decreasing in c so we should take the minimum allowable c. Thus, we should
set c = 2a+ t− 1 unless 2a+ t− 1 > max{a, 1−∆

∆ (1− a)}, noting that Lemma 1 implies that
2a+ t− 1 > a for any parameters.

If we assume 2a + t − 1 ≤ 1−∆
∆ (1 − a), setting c = 2a + t − 1 gives a total cost of

max{L1+∆+o(1), L1+t+o(1)}.
Otherwise, we set c = 1−∆

∆ (1− a), but then the cost is also max{L1+∆+o(1), L1+t+o(1)}.
If c = a, the cost is L1+t+∆+o(1). This cost is greatest, so we want to avoid this regime, but

doing so requires a ≤ 1−∆
∆ (1− a), or a ≤ 1−∆.

In all cases, the cost depends only on t, so by Lemma 1, we want to take the maximum possible
α to minimize it. Under the constraint that a ≤ 1−∆, this gives us

α =

√
1−

(
3
4

)1−∆
. (20)

Substituting in these values for α, c, and κ = 1
3 gives the main result.

As expected, when ∆ = 0 this matches the behaviour of the vector-first sieve and the RAM
model cost. However, the costs diverge for larger ∆. For ∆ = 1

2 , the optimal α gives buckets
whose size is L

1
2 +o(1), which matches the size from [BGJ15]. For ∆ = 1

k for k ≥ 2, the costs
and the algorithm itself match precisely what [DSv21] propose. That is, the optimal parameters
for sieving with GPUs were the same as the asymptotically optimal parameters for sieving with
memory constraints. This result is also in [Nat23a], more or less.

3.2 Recursive Algorithm
Because the optimal buckets are exponentially large, a recursive strategy will be more effective.
We can define the following problem:

Problem 1 (SphereFind(n, d, κ)). Let N be a list of N = nd/2 vectors randomly distributed on
the surface of a sphere of d dimensions. Find all pairs of vectors v,w ∈ N such that 〈v,w〉 ≥ κ.

We say that a SphereFind problem is sparse if n ≤ 1
1−κ2 . This criteria ensures the total number

of solutions does not exceed N , so that we do not need extra memory to store all the solutions.
The core subroutine of lattice sieving is solving SphereFind( 4

3 , d,
1
2 ). We defined n such that

N = nd/2 to avoid square roots in the notation.
We will use random products as in [BDGL16], but use a recursive strategy to search each bucket

as in [BGJ15]. This is expressed in Algorithm 1, which is essentially the same as Algorithm 3 in
[BGJ15] except we specifically analyze random product codes and re-order the steps to minimize
memory movement.

The parameter ` controls how deep the recursion goes, and we will determine this later.
Strictly speaking, Algorithm 1 is not correct, because the solutions returned at each step are

pairs of projections of vectors. To fix this, we imagine each vector is stored with a data structure
that also contains some “original vector”, from the first recursive call. In the final exhaustive search,
these original vectors are compared and returned. This makes Algorithm 1 trivially correct, i.e., all
solutions returned will be reducing pairs.

Completeness is easy to show in an asymptotic sense by noting that there is some non-zero
probability that two reducing pairs will be captured by all the layers of filters. To bound the runtime
more carefully, we will first make a heuristic assumption related to the probability that two vectors
in an α-filter will be close to the surface of this cap.

More precisely, for two vectors v and w in a single filter bucket around a codeword c, we can
let v = αvc +

√
1− α2

vv′ and w = αwc +
√

1− α2
ww′ for unit vectors v′ and w′. The assumption

underlying Algorithm 1 is that 〈v,w〉 ≥ κ if and only 〈v′,w′〉 ≥ κ−α2

1−α2 . Neither direction is exactly
true; however, the problems only arise when 〈v,w〉 < κ or αv or αw are significant smaller than α.
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Algorithm 1 SphereFilter
1: Parameters: A maximum depth ` ≥ 0, a filter angle α ∈ (0, 1)
2: Input: A list N of d-dimensional vectors, dimension d, parameter κ ∈ (0, 1

2 ), an integer
depth (default value 1)

3: Output: A list of all pairs (v,w) ∈ N 2 such that 〈v,w〉 ≥ κ.
4: if depth ≥ ` then
5: Exhaustively search N and return
6: end if
7: Solutions← ∅
8: while |Solutions| ≤

(
n

1−κ2

)d/2
do

9: Select a random product code C of size (1− α2)−d/2+o(d)

10: Decode each v ∈ N to all codewords c that it is α-close to
11: Sort all pairs (v, c) by c; let Bc be the set of all vectors paired with c
12: for all Bc with c ∈ C do
13: Construct B′c = {v− projc(v) : v ∈ Bc} and normalize all vectors in B′c
14: Add SphereFilter(B′c, d− 1, κ−α

2

1−α2 , depth + 1) to Solutions
15: end for
16: Remove all pairs (v,w) from Solutions with 〈v,w〉 < κ.
17: end while
18: Return Solutions

A common heuristic in lattice sieving is that if two random vectors are within some fixed angle of
each other, they are almost exactly at the boundary, since the surface of a high-dimensional ball
occupies most of its volume. We can make a more precise claim for this exact case:

Heuristic 2. Given three random unit vectors v, w, and c with 〈v,w〉 ≥ κ, 〈v, c〉 ≥ α, and
〈w, c〉 ≥ α, then with v′ and w′ defined as above, 〈v′,w′〉 ≥ κ−α2

1−α2 with probability Ω(1) in d.

We show in the appendix how to numerically compute this probability, and justify this heuristic
numerically by showing that in dimension 375, the probability is at least 0.5. More intuitively, we
can recall from Section 2.3 that the probability that two vectors in a single filter bucket are reducing
is (

(1− α2)2

(1− κ)(1 + κ− 2α2)

)−d/2+o(d)

(21)

and the probability that two random unit vectors are κ−α2

1−α2 -close is

(
1−

(
κ− α2

1− α2

)2)d/2+o(d)

(22)

and these are the same up to subexponential factors. Thus, the expected number of false positives
and false negatives should be subexponential in d.

Starting with a fixed (n0, κ0), if we choose a particular α2 ∈ (0, 1) then the subproblem is
SphereFind(n, d− 1, κ) where n = (1− α2)n0 and κ = κ0−α2

1−α2 . In fact, if we recurse, these are
the only parameters we will encounter:

Lemma 2. Given an instance of SphereFind(n0, κ0), all recursive sub-problems are instances
of SphereFind(n, d′, κ) for d′ < d and (n, κ) such that n = (1 − x)n0 and κ = κ0−x

1−x for
x ∈ [0,min{1− 1

n0
, κ0}].

Proof. We prove inductively, with the trivial base case being (n0, κ0).
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Suppose it holds up to m recursive calls, and the current problem has parameters (n, κ) =
(n0(1−x), κ0−x

1−x ). For the m+1 call, we make filter buckets with parameter α ∈ [0, 1], so the new
n is n(1−α2) = n0(1−x)(1−α2) = n0(1− (x+α2−xα2)). We thus take x′ = x+α2−xα2.

The new κ is

κ′ = κ− α2

1− α2 =
κ0−x
1−x − α

2

1− α2 = κ0 − (x+ α2 − xα2)
1− (x+ α2 − xα2) = κ0 − x′

1− x′ (23)

giving the result.

Corollary 1. Any recursive subproblem of a sparse SphereFind instance is also sparse.

Proof. Sparse means n ≤ 1
1−κ2 . Thus, when we have n′ = (1− x)n and κ = κ′(1− x) + x we

can show

n′ = (1− x)n ≤ 1− x
1− κ2 = 1

1− κ′2 + x(κ′ − 1)2 ≤
1

1− κ′2 . (24)

Theorem 2. For any ε > 0, SphereFilter (Algorithm 1) can solve SphereFind(n, d, κ) with cost(
max{n1+∆+ε,Γ(n, κ)nε}

)d/2+o(d)
, (25)

where
Γ(n, κ) = κ+ 1

κ+ 2n−1 − 1 . (26)

Proof. The choice of code size ensures that the total memory in all filter buckets is the same for
each recursive instance. By Corollary 1, the total number of solutions in any filter bucket will not
exceed the size of the filter bucket. This means the total memory use is |N |1+o(1)`.

First notice that by Heuristic 2, the solutions in each subroutine have Ω(1) false negatives. This
means each level of recursion must repeat a constant number of times. Altogether this implies a
2O(`) time overhead, but we will find that this is constant in d.

Similarly, we may obtain some false positives from each recursive call, but by the same
reasoning as that following Heuristic 2, the overhead from this will be at most subexponential in d.

Thus, up to o(d) factors in the exponent, we can assume that the recursive calls have neither
false positives nor false negatives.

Given this assumption, let SF(n, κ) be the cost of SphereFilter with an input list of size nd/2

and κ. Letting Nc be the necessary number of repetitions (i.e., the number of codes), letting C
be the size of each code, and noting that each filter bucket will have size (n(1− α2))d/2+o(d), if
SphereFilter recurses it will have cost

SF(n, κ) = Nc

(
n(1+∆)(d/2+o(d) + C · SF

(
n(1− α2), κ− α

2

1− α2

))
. (27)

The first term is the sort cost (since the list has size nd/2+o(d)) and the second term is the cost of
solving all the recursive subproblems.

If SphereFilter does not recurse it has cost SF(n, κ) = (n2)d/2+o(d) via a quadratic exhaustive
search.

To analyze Nc, recall:

• We set C = (1− α2)−d/2+o(d).

• There are (n2(1− κ2))d/2+o(d) expected solutions.

• Each pair of vectors in each filter bucket has a probability
(

(1−α2)2

(1−κ)(1+κ−2α2)

)−d/2+o(d)
of

being reducing.



Samuel Jaques 13

This means the expected number of solutions from each filter bucket is

(n2(1− α2))d/2+o(d)
(

(1− α2)2

(1− κ)(1 + κ− 2α2)

)−d/2+o(d)

(28)

=
(

1− α2

n2(1− κ)(1 + κ− 2α2)

)−d/2+o(d)

(29)

This gives a total number of codes we must try as

Nc = (n2(1− κ2))d/2+o(d)

C
(

1−α2

n2(1−κ)(1+κ−2α2)

)−d/2+o(d) = (1 + κ)(1− α2)
1 + κ− 2α2 (30)

Substituting into Equation 27 and ignoring subexponential factors gives a cost of

SF(n, κ)2/d =(1 + κ)(1− α2)
1 + κ− 2α2 max

{
n1+∆, (1− α2)−1SF

(
n(1− α2), κ− α

2

1− α2

)2/d}
(31)

The rest of the proof is simply solving this recursion.
Because we repeat this process using the same α to define the filter buckets at each step, then if

ni and κi are the parameters in the ith step, we can show inductively that

κi = κ+ (1− α2)i − 1
(1− α2)i , ni = n(1− α2)i (32)

by noting that κi+1 = κi−α2

1−α2 and ni+1 = ni(1− α2).
After ` recursions, we stop and the cost is SF(n`, κ`) = (n2

`)d/2+o(d). Substituting this gives
the following total cost, letting κ0 = κ and n0 = n:

max

 max
0≤i≤`−1

n1+∆(1− α2)1+i(1+∆)
i∏

j=0

1 + κj
1 + κj − 2α2

 ,

n2(1− α2)2`
`−1∏
j=0

1 + κj
1 + κj − 2α2

 (33)

We can then use our formula for κi to show that

1 + κj
1 + κj − 2α2 = κ+ 2(1− α2)i − 1

κ+ 2(1− α2)i+1 − 1 (34)

and this means all intermediate terms in this product cancel out:

i∏
j=0

1 + κj
1 + κj − 2α2 = κ+ 1

κ+ 2(1− α2)i+1 − 1 (35)

giving us a cost of

max
{

max
0≤i≤`−1

{
n1+∆ (1− α2)1+i(1+∆)(κ+ 1)

κ+ 2(1− α2)i+1 − 1

}
, n2(1− α2)2` κ+ 1

κ+ 2(1− α2)` − 1

}
(36)
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In the middle term, one can show that the cost either increases in i or has a local minimum; in
either case, the maximum will be found at either i = 0 or i = `, giving a cost of

max
{
n1+∆ (κ+ 1)(1− α2)

1 + κ− 2α2 , n1+∆ (κ+ 1)(1− α2)1+(`−1)(1+∆)

κ+ 2(1− α2)` − 1 ,

n2(1− α2)2` κ+ 1
κ+ 2(1− α2)` − 1

}
(37)

Let ε > 0. Let α2
0 > 0 be small enough such that

(κ+ 1)(1− α2
0)

1 + κ− 2α2
0
≤ nε. (38)

which is always possible as the left term converges to 1. Then choose `0 as the minimum value
such that n

∆
`0 ≤ nε. Finally, choose α ≤ α0 and ` ≥ `0 such that (1− α2)` ≤ n−1. Substituting

these values gives

max
{
n1+∆+ε,

κ+ 1
κ+ 2n−1 − 1n

ε

}
(39)

with the final term in Equation 37 being less than the middle term.
Finally, we note that ` and α depend only on κ, n, and ε, not on d. This means we are free to

replace the actual runtimes with their asymptotic expressions: since the number and form of these
expressions does not depend on d, we can simply choose the maximum dimension d such that all
the asymptotic expressions hold. We also see that all the overhead terms that depend on ` or ε (e.g.,
the memory overhead) can be included in the o(d) term in the exponent.

Corollary 2. For any ∆ ∈ [0, 1
2 ], there is an algorithm to solve SVP at cost

2max{0.2925,0.20752(1+∆)}d+o(d) ≤ 20.3113d+o(d) (40)

Proof. Using the previous theorem, one can show that Γ( 4
3 ,

1
2 ) = 3

2 , and since log2(
√

3
2 ) <

0.2925, the result follows. The truncated decimal expansion hides the factor of ε > 0.

The unusual conclusion is that for ∆ ≤ 0.4094 (or dimension at least 2.45), all the latency
costs can be amortized away with such a recursive algorithm.

The second requirement on ` is that n
∆
` ≤ nε. This means that the number of recursions

increases with ∆, and in fact it immediately shows that when ∆ = 0 we need only one recursion,
precisely capturing the existing result of [BDGL16] in the RAM model.

In Figure 1, we show how the exponent decreases as a function of the number of levels of
recursion by numerically optimizing α.

3.3 Discussion
To explain somewhat more intuitively, the choice of filter strength gives a trade-off: stronger filters
are easier to search because the buckets are smaller, but are less likely to catch any given reducing
pair. In our memory-constrained regime the size of any one code is limited (since we do not want
the memory for all filter buckets to exceed the original list), so stronger filters require more codes.

The problem with more codes is that we need to re-sort the list for each code. With high
memory costs, this sorting is the expensive step. Hence, we parameterize so that we have weaker
filters and use fewer codes.

As shown in Lemma 2, recursive weak filtering produces buckets which are identical to the
buckets obtained after one strict filter. What advantage do we gain from using the layered filter
structure? The key difference is the arrangement of the buckets themselves in memory. That is,
in the [BDGL16] sieve, the memory layout of filter buckets is effectively randomized. Sorting
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Figure 1: The leading exponent c in the cost 2cd+o(d) for the recursive sieve as a function of the
connectivity parameter ∆. Each curve is a different depth of recursion (“`” in Algorithm 1); 1 is
the approach from Section 3.1.

buckets in a reasonable way would be hard because it echoes the fundamental problem of lattice
sieving; namely, that there is no total order on d-dimensional vectors.

However, the layered filtering means in each level of recursion, the code vectors are all close
to each other (as vectors in Rd) because they are in the same filter from the previous level. They
are also physically close to each other in memory because they are in the same filter. Thus, code
vectors which are close as vectors also end up close in memory. That way, the buckets can be
merged together and re-filtered with a new code with minimal data movement.

In fact, an implementation of this strategy could decode a vector to all filters simultaneously,
then with one sort, all vectors would be in the correct filter buckets at the lowest level of recursion.
If we label codewords by a hash of length O(log |C|), then this is a small amount of extra memory
per vector.

4 Concrete Costs

4.1 Optimizing parameters
The previous sections gave asymptotically optimal parameters; however, for fixed problem sizes,
the precise parameters (filter angles, code sizes, product code structure, etc.) are more difficult to
optimize, especially for the recursive approach.

We adapt the code from [AGPS20] to account for memory costs and permit a recursive strategy,
and use the following techniques to efficiently find optimal parameters1. To account for Heuristic 2,
we explicit compute the false negative rate with an approach detailed in Appendix A.

There are three main costs to the sieve: the “query cost” to decode all vectors into their
respective filter buckets; the “routing cost” to route the vectors in the same filter buckets to
contiguous regions of memory, and the “search cost” to find all reducing pairs in one filter bucket.
All of these costs are multiplied by the expected number of codes.

If the cost to search a bucket of sizeN isNγ for 1+∆ ≤ γ ≤ 2, then the costs are, respectively:

• Query: max{1, L2a+t−1−c+o(1)} · L1

1Code available at https://github.com/sam-jaques/sieve-memory-estimates.

https://github.com/sam-jaques/sieve-memory-estimates
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• Routing: max{1, L2a+t−1−c+o(1)} · (L1+∆+o(1) + L(1+∆)(1+c−a)+o(1))

• Search: max{1, L2a+t−1−c+o(1)} · Lc+(1−a)γ+o(1)

We start by optimizing c. For one code, all terms increase in c except the query cost and the routing
cost for just the original list of vectors. Thus, if either of those terms are the greatest cost, then
the cost would decrease with a larger code (since we would need to repeat fewer times). If any of
the other costs are greatest, the cost would decrease with a smaller code. This gives us criteria to
check for a binary search to find the optimal c.

As in the asymptotic case, the optimal c is roughly of order a. This means the search cost is
lower than the query cost.

The query cost hides a hard-to-compute extra factor: the random product codes are not perfectly
random. Recall that a random product code is defined by m lists of B random unit vectors of
dimension approximately d/m, so that the code consists of all products of all vectors in these lists.
The cost to decode is O(mB), and since we need Bm = Lc, the cost is actually mLc/m+o(1). We
see that as m decreases, the cost becomes exponential. However, if m increases, the code becomes
less random. This may add several bits of difficulty in practice [Duc22].

For a more accurate estimate, we should estimate the non-randomness overhead as in [Duc22],
but this is computationally intensive and we leave this for future work. For m = 2 it may add little
overhead, though it will be more for m = 8. It is also true that if there is a multiplicative overhead
of f(mi) for the ith level of recursion, the total overhead will be f(m1)f(m2)f(m3) (and so on).
Thus, we attempt to set m as small as possible.

[BDGL16] set m to be poly-logarithmic in d to obtain subexponential decoding. However,
[DSv21] notes that on GPUs, it was more efficient to use completely random codes as in [BGJ15],
equivalent to m = 1. What we notice is that m = 1 is not the optimal choice when memory
operations are cheaper by constant factors. Instead, we choose the smallest m such that the query
cost is at most 1/4 the routing cost (using 1/4 as an arbitrary constant). This results in relatively
small m: we will find m = (2, 3, 8) for a 3-level recursive sieve. In [DSv21] they note that larger
m would be efficient, even with memory bottlenecks, for larger lattice problems, which is roughly
what we see here.

With the code size and m optimized, our script then optimizes the filter angle. Applying
Lemma 1 with λ = 2− γ, the search cost either has a local minimum in α or is increasing. We
thus assume the entire cost has a local minimum between α = 0 and α =

√
κ, and we use a

divide-and-conquer search to find it.
This approach worked reasonably well for dimension up to 576, but gave unusually large results

for higher dimensions. Thus, we also tried the asymptotic approach of Section 3.2, with the same
filter angle at each level of recursion. We took the smaller estimate from the two approaches.

Using the same filter angle also allowed us to check higher depths of recursion, since the binary
search approach has a runtime exponential in the recursion depth.

4.2 Concrete memory costs
The arguments in Section 2.1 apply asymptotically, but in practice small memory operations are
substantially cheaper than other kinds of bit operations.

To represent this, we assign a memory cost of C · N3/2 to route N bits of data, where N
is the number of bits in memory and C is a fixed constant. That is, we are only considering a
two-dimensional memory. This could represent the cost to sort or route on a two-dimensional
architecture, or the lower bounds based on wire costs.

It is also reasonable to assume that small blocks of memory can be sorted or routed without
consideration of memory costs, and only at larger sizes is it necessary to resort to low-connectivity
sorts like a mesh sort. However, this can still be modelled in the same way. That is, suppose
memory up to size M0 can be sorted at cost O(M0 logM0) (for example), after which blocks of
memory of size M0 are sorted on a mesh. Then the cost of this mesh sort, with N total bits of
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memory, will grow as C · ( N
M0

)3/2 +O(M0 logM0), where C is the memory constant. From here,

we can set C ′ = C/M
3/2
0 as a new memory constant, and the cost of memory access has the same

form for N large enough that the O(M0 logM0) term is irrelevant.

It thus remains to decide on a reasonable value for C. We will proceed here by attempting to
balance wire costs to memory and processor costs.

The nVidia GeForce RTX 4090 has 576 tensor cores (hence 16384 cuda cores), 24 GB of
memory, runs at 2.235 GHz, and costs USD1600 MSRP [NVI23]. We will take a tensor core as the
unit of processor-like object. Each core has 41.7 MB of memory.

Currently, one meter of 100 Gb/s fiber optic cable costs USD550 [Lc23]. Since the time for a
signal to propagate 1 meter is negligible compared to 1 second, this means the cable can handle
100 gigabit-meters/second of physical data movement. Matching the cost of cabling and processors
means 228.9 bit-meters/processor-second.

Assume our large-scale lattice computer grows with a density comparable to the Frontier
supercomputer. Fronter has 8335360 “compute units” in an area of 680 m2 [Cho22]; this suggests
2−13.6 m2 per compute unit. The average distance between two random points on a disk is 128r

45π ;
asymptotically, the extra distance from the height is negligible. Thus, with P cores they take a
radius of 2−7.6

√
P meters, and thus the average distance between them is 2−7.8

√
P meters.

With P processors we have 228.3P bits of memory. The sort must thus move a total distance
of 220.5P 3/2 bit-meters. The cabling gives us 228.9P bit-meters per second, giving 2−14.4

√
P

seconds for a sort.

Each GPU can theoretically do 82.6 terraFLOPS (246.2); divided by the 576 cores, that’s
237.1 FLOPS/core. Multiplying the total number of FLOPS over the machine (237.1P ) by the
time for a sort (2−14.4

√
P ), gives 222.7P 3/2 operations for a sort. Since the total memory count

is N = 228.3P , we have 2−19.8N3/2 floating point operations per sort. Finally, we equivocate
between the bit operations in the rest of the sieve and floating point operations here to claim a cost
of 2−19.8N3/2 bit operations per sort.

Compared to a RAM model cost of N lgN flops for a sort, the crossover occurs at a somewhat
plausible N =3 TB.

Since recursive sieves might have lower memory requirements, we take the maximum of
C ·N3/2 and 1.39N lgN as the cost to route N bits of data.

4.3 Results

We evaluate lattices of dimension 375, 586, and 829, as these are the estimated sieve sizes to
attack Kyber [ABD+21], and 394, 587, and 818 for Dilithium [BDK+21]. Table 1 summarizes
the results. As expected, costs increase from previous estimates. Memory adds a cost between
10 and 23 bits, with more in larger dimensions. The increase in cost compared to the NIST
submissions [ABD+21, BDK+21] is smaller because their security estimates do not include the
decoding advancements from [MAT22]. In other words, [MAT22] lowered the claimed security
while memory costs raise the claimed security, and the two effects nearly cancel out for Kyber-512.
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Table 1: Cost estimates for the sieve from Section 3.2 with memory costs, all at recursion depth
3 except Kyber-1024 and Dilithium-5 at depth 4. The sieve cost is based on Algorithm 1. The
primal attack cost is extrapolated from [ABD+21, BDK+21] by assuming that all other aspects of
the attack are unchanged, but the sieving step of the core-SVP subroutine changes to the cost in
this table. Costs are in log base 2.

Sieve Sieve Cost Primal Change from Change from
Scheme Dimension Attack Cost [ABD+21] [AGPS20]

[BDK+21] update1

Kyber-512 375 141.5 154.5 + 3.0 +10.1
Kyber-768 586 209.9 223.6 + 8.2 +15.6

Kyber-1024 829 288.6 302.3 +15.0 +22.7
Dilithium-2 394 147.9 162.3 + 3.7 +10.8
Dilithium-3 587 210.6 225.3 + 8.6 +16.0
Dilithium-5 818 285.0 313.3 +14.7 +22.3

To illustrate the parameters of the sieve, we include a summary of parameters and data for that
attack in dimension 375 in Table 2. For comparison, the optimal filter size α in the RAM model is
0.5 and the asymptotically optimal filter size for a two-dimensional architecture with no recursion
is α = 0.366. By Lemma 2, vectors in the final filter buckets for the 3-level recursive sieve are
equivalent to vectors filtered once with α = 0.459. That is, the final filtration is nearly as strong as
optimal filters in the RAM model.

Table 2: Parameters and results for sieving in dimension 375. Each row represents a subproblem
(finding all reducing pairs in a single filter bucket for the problem in the row above). Total cost
is the full cost of the sieve (log base 2); list size is the number of vectors in the list to search (log
base 2); filter (α) is the strength of the filter around each codeword; num. codes is the number of
different codes that must be tried (log base 2); code size is the number of code words (log base 2);
m is the number of products that form the random product code; query, memory, and search costs
are the costs per code (log base 2).

Recursion Total List Filter Num. Code m Subroutine Costs
Level Cost Size (α) Codes Size Query Memory Search

1 141.5 97 0.29 10 29 2 117 130 130
2 101.5 70 0.27 13 21 3 82 87 87
3 65.8 46 0.27 9 26 8 55 56 55

Since the constant for memory access is the most tenuous assumption of this analysis, we also
ran the estimates for dimension 375 for a constant of 1, shown in Table 3. For comparison, the total
memory needed for this dimension is 298 bits, so N3/2 = 2147 and the sieve cost is about 10-20
bits higher than just the cost to route the data.
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Table 3: Costs for sieving of Kyber dimensions under different memory assumptions. “Memory
cost” is the coefficient of N3/2 for the cost to route data; “recursion depth” is the number of
recursive calls (1 is the same as [BDGL16]).

Total Cost (log base 2)
Memory Cost Recursion Depth Dimension 375

0
1 132.6
2 134.9
3 135.8

2−19.8
1 149.5
2 142.8
3 141.5

1
1 162.7
2 158.7
3 158.5

Finally, we give some general results about the behaviour of the recursion. We computed the
cost for sieving in dimensions 100, 200, . . . , 900, by choosing a constant filter angle for each
recursion and fitting the log of the costs with a linear model. This gave a “concrete” cost exponent,
shown in Table 4. This simple model gives a cost of c12c2n for dimension n for each recursion,
and the constant c1 increased with recursion depth, as expected. Thus we also computed the
minimum dimension n where we would expect improvement from a higher recursion depth. The
contradictions of Table 4 – that the concrete exponent is lower than the theoretical exponent, and
that it predicts 4 levels of recursion to be optimal for dimension 575 while our experiments show
that 3 levels is better – are likely just due to approximation error from suboptimal parameterizations.

Table 4: Cost exponents for two-dimensional memory based on asymptotic analysis (i.e., the same
as Figure 1) or a linear fit to the concrete estimates. The minimum worthwhile dimension is the
minimum dimension at which the linear model predicts that the given recursion depth will give
better performance.

Recursion Depth
1 2 3 4 5

Asymptotic Exponent 0.349 0.334 0.328 0.324 0.322
Concrete Exponent 0.356 0.335 0.324 0.317 0.317

Minimum
worthwhile – 119 267 473 N/A
dimension
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A False Negatives in Subproblems
Here we explain how we compute the fraction of false negatives from the subproblem in Algorithm 1.
In our code, we evaluate the integral expression numerically.

Lemma 3. If v, w, and c are uniformly random vectors on the surface of a d-dimensional sphere,
and v′ and w′ are d− 1-dimensional unit vectors proportional to v− projc(v) and w− projc(w)
respectively, then for any κ ∈ [0, 1

2 ] and α ∈ [0,
√
κ],

Pr

〈v′,w′〉 ≥ κ− α2

1− α2

∣∣∣∣∣∣
〈v,w〉 ≥ κ
〈v, c〉 ≥ α
〈w, c〉 ≥ α

 (41)

is equal to ∫ α
0
∫ α

0 F1(d, αv, αw, κ, α)p(αv)p(αw)dαvdαw∫ α
0
∫ α

0 F2(d, αv, αw, κ)p(αv)p(αw)dαvdαw
(42)

where p(x) is the probability density function for the probability that a random unit vector has
inner product exactly x with a fixed vector,

F1(d, αv, αw, κ, α) =
{

0 , 1 ≤ κ0

Cd

(
max

{
κ0,

κ−α2

1−α2

})
, κ0 < 1

(43)

for Cd(x) as the probability that a random unit vector has inner product at least x with another
fixed vector,

κ0 = κ− αvαw√
(1− α2

v)(1− α2
w)
, (44)

and

F2(d, αv, αw, κ, α) =


0 , κ0 ≥ 1
Cd(κ0) , 0 ≤ κ0 < 1
1
2 + Cd(−κ0) ,−1 < κ0 < 0
1 , κ0 ≤ −1

(45)

Proof. We can Bayes’ theorem to obtain

Pr

〈v′,w′〉 ≥ κ− α2

1− α2

∣∣∣∣∣∣
〈v,w〉 ≥ κ
〈v, c〉 ≥ α
〈w, c〉 ≥ α

 =
Pr
[
〈v,w〉 ≥ κ, 〈v′,w′〉 ≥ κ−α2

1−α2

〈v, c〉 ≥ α, 〈w, c〉 ≥ α

]
Pr
[
〈v,w〉 ≥ κ,
〈v, c〉 ≥ α, 〈w, c〉 ≥ α

] (46)

We first consider the numerator. We can express this as∫ α

0

∫ α

0

∫ 1

κ−α2
1−α2

Pr

〈v,w〉 ≥ κ
∣∣∣∣∣∣
〈v′,w′〉 = κ′

〈v, c〉 = αv
〈w, c〉 = αw

 p(κ′)p(αv)p(αw)dκ′dαvdαw (47)

The probability density splits into a product like this because the vectors v′ and w′ are independent
of 〈v, c〉 and 〈w, c〉, since v′ and w′ are normalized.

For the conditional probability, we see that since v = αvc +
√

1− α2
vv′ (similarly for w), we

have that
〈v,w〉 = αvαw +

√
(1− α2

v)(1− α2
w)κ′. (48)

That is, given κ′, αv , and αw, the inner product 〈v,w〉 is fixed. We can thus conclude that this is at
least κ if and only if

κ′ ≥ κ− αvαw√
(1− α2

v)(1− α2
w)

=: κ0. (49)
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That is, the conditional probability is either 0 or 1 depending on κ′, αv , and αw. The integral over
κ′ is 0 if κ0 ≥ 1. If 0 ≤ κ0 <

κ−α2

1−α2 , then we are simply integrating a spherical wedge. That is, we
will have∫ 1

κ−α2
1−α2

Pr

〈v,w〉 ≥ κ
∣∣∣∣∣∣
〈v′,w′〉 = κ′

〈v, c〉 = αv
〈w, c〉 = αw

 p(κ′)dκ′ = Cd

(
max

{
κ0,

κ− α2

1− α2

})
. (50)

We can similarly express the denominator as

∫ α

0

∫ α

0

∫ 1

−1
Pr

〈v,w〉 ≥ κ
∣∣∣∣∣∣
〈v′,w′〉 = κ′

〈v, c〉 = αv
〈w, c〉 = αw

 p
〈v′,w′〉 = κ′

〈v, c〉 = αv
〈w, c〉 = αw

 dκ′dαvdαw (51)

This is identical except that κ′ can extend to −1. A similar reasoning applies, giving us the formula
for F2.
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