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## Secret-sharing Scheme



## Adversary Model

Obtains the secret shares of some subset of parties

## Guarantees

(1) If the subset is authorized: Reconstruct the secret
(2) If the subset is unauthorized: Obtain no additional information about the secret

Numerous Applications in Cryptography \& Distributed Computing
Threshold cryptography, Access control, and Secure storage \& computation [Beimel-2011]

## Local Leakage-resilience of Secret-sharing Schemes

[Benhamouda-Degwekar-Ishai-Rabin (CRYPTO-2018), Goyal-Kumar (STOC-2018)]


Adversary Model
Obtains leakage $\left(\mathcal{L}_{1}, \mathcal{L}_{2}, \ldots, \mathcal{L}_{n}\right)$ from secret shares $\left(s_{1}, s_{2}, \ldots, s_{n}\right)$ respectively
Guarantees \& Threat Assessment
(1) Security: Leakage (joint distribution) is independent of the secret
(2) Threat: Advantage in distinguishing two secrets using the leakage

## Applications \& Objectives

## Useful Primitive

- (Connected to) Repairing error-correcting codes [Guruswami-Wootters (STOC 2016), Tamo-Ye-Barg (FOCS-2017), Guruswami-Rawat (SODA-2017)]
- Resilient Secure Computation \& Storage [Benhamouda-Degwekar-Ishai-Rabin (CRYPTO-2018)]
- Modularly build other primitives (e.g., non-malleable secret-sharing) [Goyal-Kumar (STOC-2018), Srinivasan-Vasudevan (CRYPTO-2019)]
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## Research Objective: Security \& Threat Assessment

- Determine security threats
- Recommendations to make secret-sharing schemes more secure


## Existing Literature

## Construct new Secret-sharing Schemes

[Aggarwal-Damgård-Nielsen-Obremski-Purwanto-Ribeiro-Simkin (CRYPTO-2019), Srinivasan-Vasudevan (CRYPTO-2019),
Kumar-Meka-Sahai (FOCS-2019), Chattopadhyay-Goodman-Goyal-Kumar-Li-Meka-Zuckerman (FOCS-2020)]

- Usually incurs significant overheads
- Loses algebraic structure (e.g., linearity and multiplication friendliness)
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## Study Resilience of Prominent Secret-sharing Schemes

[Benhamouda-Degkewar-Ishai-Rabin (CRYPTO-2018), Nielsen-Simkin (EUROCRYPT-2020),
Maji-Nguyen-PaskinCherniavsky-Suad-Wang (EUROCRYPT-2021), Maji-PaskinCherniavsky-Suad-Wang (CRYPTO-2021),
Adams-Maji-Nguyen-Nguyen-PaskinCherniavsky-Suad-Wang (ISIT-2021), Maji-Nguyen-PaskinCherniavsky-Suad-Wang-Ye-Yu
(TCC-2022), Maji-Nguyen-PaskinCherniavsky-Suad-Wang-Ye-Yu (ITC-2022), Maji-Nguyen-PaskinCherniavsky-Wang
(ISIT-2022), Maji-Nguyen-PaskinCherniavsky-Yu (draft)]

- Significant impact on real-world security


## Interesting Secret-sharing Schemes

## Additive Secret-sharing Scheme (for $n$ parties)

- Secret: $s \in F$
- Secret Shares: Random $\left(s_{1}, s_{2}, \ldots, s_{n}\right)$ conditioned on $s_{1}+s_{2}+\cdots+s_{n}=s$
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## Research Objective

Determine the leakage resilience of these secret-sharing schemes

## A Threat: Repairing Reed-Solomon Codes

Problem Definition

- Let $P(Z)$ be a random $F$-polynomial with $\operatorname{deg} P<k$
- Given: $\left(P(1), P(2), P(3), \ldots, P\left(\left|F^{*}\right|\right)\right)$
- Objective: Recover $P(0)$
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New Strategy [Guruswami-Wootters (STOC-2016)]


## Research Questions

## Security against Leakage Attacks

How to choose the Modulus and Evaluation Places of Shamir's Secret-sharing Scheme?

Definition: Leakage Resilience against a Leakage Family
(1) For any leakage attack $\overrightarrow{\mathcal{L}}$ in the leakage family
(2) For any two secrets $s$ and $s^{\prime}$
(3) Advantage of distinguishing the secrets (using the leakage from the secret shares) is small
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Definition: Leakage Resilience against a Leakage Family
(1) For any leakage attack $\overrightarrow{\mathcal{L}}$ in the leakage family
(2) For any two secrets $s$ and $s^{\prime}$
(3) Advantage of distinguishing the secrets (using the leakage from the secret shares) is small

## Threat posed by a Leakage Family

Give a leakage attack (in the family) that distinguishes two secrets with a significant advantage

## Our Results: Leakage Model (Covered in Today's Talk)

## Physical Bit Leakage [lshai-Sahai-Wagner (CRYPTO-2003)]

- Field elements are stored in their binary representation
- Adversary can leak physical bits from the stored secret shares


## Notation

- Security Parameter: Bit-length of the Secret Shares (represented by $\lambda$ )


## An Example

- Suppose $F=F_{31}=\{0,1,2, \ldots, 30\}$
- $\lambda=5$
- For example, $6=(00110)_{2}, \quad 19=(10011)_{2}$.


## Remark

Entropy of Shamir's Secret-sharing Scheme: $k \cdot \lambda$ (roughly)

## Our Results covered in Today's Talk: Security \& Threat Assessment

## Theorem (Monte-Carlo Construction)

Consider Shamir's Secret-sharing Scheme with random evaluation places. If the total leakage $m \cdot n$ is less than the entropy $k \cdot \lambda$, then this scheme is resilient to $m$ bit local leakage resilient from every secret share; except with $\exp (-(k-1) \cdot \lambda)$ probability
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## Theorem (Threat Assessment: Parity-of-Parity Attack)

If one is careless in choosing the modulus and evaluation places, then there is an attack that leaks one physical bit from each secret share and can distinguish two secrets with advantage $\geqslant(2 / \pi)^{k}$

## Theorem (A Full Derandomization: Modulus Choice \& Evaluation Places Recommendation)

Choose $p$ a Mersenne prime. Consider evaluation places $X_{1}, X_{2}$ satisfying
$X_{2} / X_{1}=(0 \cdots 0 \underbrace{1 \cdots 1})_{2}$. Then the corresponding $[n=2, k=2]$ Shamir's Secret-sharing $\lambda / 2$-bits
Scheme is $1 / \sqrt{p}$ leakage resilient against $m=1$ physical bit leakage from each secret share

## Result 1: Leakage-resilience of Shamir Secret-sharing Scheme

## Parameter Setting

(1) Fix a constant $0<d<\ln 2$
(2) Choose number of parties $n$ and the reconstruction threshold $k \geqslant 2$
(3) Set insecurity tolerance $\varepsilon=2^{-t}$
(4) For all $\lambda>\lambda_{0}:=(t / k) \ln (t / k)$ and $m \leqslant k \lambda / n \ln ^{2} \lambda$

Randomized Shamir's Secret-sharing Scheme Construction

- Let $F$ be a prime field such that $2^{\lambda-1} \leqslant|F|<2^{\lambda}$
- Choose random and distinct evaluation places $X_{1}, X_{2}, \ldots, X_{n} \in F^{*}$
- Consider the corresponding $[n, k]$ Shamir's Secret-sharing Scheme over the field $F$


## Leakage Family

Leak arbitrary $m$ physical bits from every secret share

## Monte Carlo Construction's Security

With probability $1-\exp (-d \cdot(k-1) \cdot \lambda)$ over the the choice of the evaluation places, the resulting Shamir's secret-sharing scheme is resilient to the Leakage Family (within the security tolerance $\varepsilon$ )

## Technical Approach and Challenges

## Proceeds via a Fourier-analytic Approach

## Problem A: Understanding the Leakage Family

A tight estimation of an exponential sum of the form

$$
\sum_{\alpha \in F}\left|\widehat{\mathbb{1}_{S}(\alpha)}\right|,
$$

where (for a leakage function $f: F \rightarrow\{0,1\}) F \supseteq S:=f^{-1}(0)$.
For example, if $f=\operatorname{LSB}$ (least significant bit) then $S=\{0,2,4, \ldots, p-1\}$ (for odd prime $p$ )
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## Problem B: Understanding the Secret-sharing Scheme

Fix $\vec{\alpha} \in F^{n}$ with at least $k$ non-zero entries.

$$
\left(\begin{array}{cccc}
X_{1} & X_{2} & \cdots & X_{n} \\
X_{1}^{2} & X_{2}^{2} & \cdots & X_{n}^{2} \\
\vdots & \vdots & \ddots & \vdots \\
X_{1}^{k-1} & X_{2}^{k-1} & \cdots & X_{n}^{k-1}
\end{array}\right) \cdot\left(\begin{array}{c}
\alpha_{1} \\
\alpha_{2} \\
\vdots \\
\alpha_{n}
\end{array}\right)=\left(\begin{array}{c}
0 \\
0 \\
\vdots \\
0
\end{array}\right)
$$

How many solutions $\vec{X} \in\left(F^{*}\right)^{n}$ exist of the equation above, such that $i \neq j \Longrightarrow X_{i} \neq X_{j}$ ?

## Tight Estimation of an Exponential Sum

## Remark

- Suppose $f=\mathrm{LSB}$. Then, $S=f^{-1}(0)=\{0,2,4, \ldots, p-1\} \subseteq F$
- Observe $S$ is an Arithmetic Progression - A set of the form $a+\Delta_{1} \cdot b$
- Rank-2 Arithmetic Progression: A set of the form $a+\Delta_{1} \cdot b+\Delta_{2} \cdot c$. For example, the set $\{8,9,12,13\}$
- If $f$ is a physical bit leakage, then $f^{-1}(0)$ is
"The union of a small number of Rank-2 Arithmetic Progressions"
For such sets, we prove the following "pseudorandomness property"

$$
\sum_{\alpha \in F}\left|\widehat{\mathbb{1}_{S}}(\alpha)\right| \lesssim\left(1 / \pi^{2}\right) \cdot \ln ^{3} \lambda
$$

## Estimate the Number of Solutions to a System of Equations

Fix $\vec{\alpha} \in F^{n}$ with at least $k$ non-zero entries.

$$
\left(\begin{array}{cccc}
X_{1} & X_{2} & \cdots & X_{n} \\
X_{1}^{2} & X_{2}^{2} & \cdots & X_{n}^{2} \\
\vdots & \vdots & \ddots & \vdots \\
X_{1}^{k-1} & X_{2}^{k-1} & \cdots & X_{n}^{k-1}
\end{array}\right) \cdot\left(\begin{array}{c}
\alpha_{1} \\
\alpha_{2} \\
\vdots \\
\alpha_{n}
\end{array}\right)=\left(\begin{array}{c}
0 \\
0 \\
\vdots \\
0
\end{array}\right)
$$

How many solutions $\vec{X} \in\left(F^{*}\right)^{n}$ exist of the equation above, such that $i \neq j \Longrightarrow X_{i} \neq X_{j}$ ?

## Our Approach

- Bézout's Theorem
- Upper bounds the number of solutions to (roughly) $k!\cdot p^{n-k}$


## Result 2: Attack on Shamir's Secret-sharing Scheme

## Parameter Setting

(1) Suppose $p=1 \bmod k$ (that is, $k$ divides $(p-1))$
(2) Let $\Omega:=\left\{\omega, \omega^{2}, \ldots, \omega^{k}=1\right\} \subseteq F^{*}$ be the solutions of the equation $Z^{k}-1=0$
(0) Vulnerable Evaluation Places: $F^{*} / \Omega$

## Attack on Careless Modulus and Evaluation Places Choice

Suppose $\left\{X_{1}, X_{2}, \ldots, X_{n}\right\}$ contains $\left\{\rho \omega, \rho \omega^{2}, \ldots, \rho \omega^{k}\right\}$ (for some $\rho \in F^{*}$ ). Then, one can leak every secret share's LSB to distinguish two secrets with $(2 / \pi)^{k}$ advantage

## Careless Evaluation Place Choice leads to Additive Secret-sharing Scheme

- Assume $p=1 \bmod k$
- Let $\left\{\omega, \omega^{2}, \ldots, \omega^{k}=1\right\} \subseteq F^{*}$ be roots of the equation $Z^{k}-1=0$
- Suppose $P(Z)=p_{0}+p_{1} Z+p_{2} Z^{2}+\cdots+p_{k-1} Z^{k-1}$ such that $p_{0}=s$
- Suppose $X_{1}=\rho \omega, X_{2}=\rho \omega^{2}, \ldots, X_{k}=\rho \omega^{k}$, where $\rho \in F^{*}$

Observation

$$
s_{1}+s_{2}+\cdots+s_{k}=\sum_{i=1}^{k} P\left(X_{i}\right)=k s
$$

Proof Intuition

$$
\begin{aligned}
& P\left(X_{1}\right)=p_{0} \quad+p_{1} \rho \cdot\left(\omega^{1}\right)+p_{2} \rho^{2} \cdot\left(\omega^{1}\right)^{2} \cdots+p_{k-1} \rho^{k-1} \cdot\left(\omega^{1}\right)^{k-1} \\
& P\left(X_{2}\right)=p_{0}+p_{1} \rho \cdot\left(\omega^{2}\right)+p_{2} \rho^{2} \cdot\left(\omega^{2}\right)^{2} \cdots+p_{k-1} \rho^{k-1} \cdot\left(\omega^{2}\right)^{k-1} \\
& P\left(X_{k}\right)=p_{0} \quad+p_{1} \rho \cdot\left(\omega^{k}\right)+p_{2} \rho^{2} \cdot\left(\omega^{k}\right)^{2} \cdots \quad+p_{k-1} \rho^{k-1} \cdot\left(\omega^{k}\right)^{k-1}
\end{aligned}
$$

## Our Physical Bit Attack: The Parity-of-Parity Attack

- Consider the Additive Secret-sharing Scheme: Random secret shares $s_{1}, s_{2}, \ldots, s_{k}$ such that $s_{1}+s_{2}+\cdots+s_{k}=s$
- For $i \in\{1,2, \ldots, k\}$, let $\ell_{i}$ represent whether the secret share $s_{i}$ is odd or not
- $\ell_{i}=0 \Longleftrightarrow s_{i} \in\{0,2,4, \ldots, p-1\}$
- $\ell_{i}=1 \Longleftrightarrow s_{i} \in\{1,3,5, \ldots, p-3\}$


## Parity of Parity Attack

Distinguisher outputs

$$
\ell_{1} \oplus \ell_{2} \oplus \cdots \oplus \ell_{k}
$$

## Remark

The distinguisher does not "predict" the parity of the secret to be $\ell_{1} \oplus \ell_{2} \oplus \cdots \oplus \ell_{k}$

An Example: Additive Secret-sharing Scheme with $n=k=2$

| $s=0$ | $\left(s_{1}, s_{2}\right)$ | $(0,0)$ | $(1, p-1)$ | $(2, p-2)$ | $\cdots$ | $(p-1,1)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\left(\ell_{1}, \ell_{2}\right)$ | $(0,0)$ | $(1,0)$ | $(0,1)$ | $\cdots$ | $(0,1)$ |
|  | $\ell_{1} \oplus \ell_{2}$ | 0 | 1 | 1 | $\cdots$ | 1 |
| $s=1$ | $\left(s_{1}, s_{2}\right)$ | $(0,1)$ | $(1,0)$ | $(2, p-1)$ | $\cdots$ | $(p-1,2)$ |
|  | $\left(\ell_{1}, \ell_{2}\right)$ | $(0,1)$ | $(1,0)$ | $(0,0)$ | $\cdots$ | $(0,0)$ |
|  | $\ell_{1} \oplus \ell_{2}$ | 1 | 1 | 0 | $\cdots$ | 0 |

## Distinguisher Behavior

- For $s=0$, our distinguisher outputs 1 with probability $1-1 / p$
- For $s=1$, our distinguisher outputs 1 with probability $2 / p$


## Technical Problem: Discrepancy of Irwin-Hall Distribution

## Definition (Irwin-Hall Distribution)

For $i \in\{1,2, \ldots\}$, the $\mathrm{IH}_{i}$ is the probability distribution over the sample space $[0, i)$ recursively defined as follows.
(1) $\mathrm{IH}_{1}$ is the uniform distribution over the sample space $[0,1)$
(2) For $i \geqslant 2$, the distribution $\mathrm{IH}_{i}$ is (the convolution) $\mathrm{IH}_{i-1}+\mathrm{IH}_{1}$

Definition (Discrepancy of a Probability Distribution)

$$
\operatorname{disc}\left(\mathrm{IH}_{i}, \delta\right):=\left|\underset{x \sim \mathrm{I} \mathrm{H}_{i}}{\mathbb{E}}\left[(-1)^{\lfloor x-\delta\rfloor}\right]\right| \quad \operatorname{disc}\left(\mathrm{IH}_{i}\right):=\max _{\delta \in[0,1)} \operatorname{disc}\left(\mathrm{IH}_{i}, \delta\right)
$$





## Our Approach: Estimating an Exponential Sum

Recall: Connection to Distinguishing Advantage
disc $\left(\mathrm{IH}_{k-1}\right)$ is the distinguishing advantage of the Parity-of-Parity Distinguisher against the Additive Secret-sharing Scheme for $n=k$ parties.

Discrepancy Estimation
$\operatorname{disc}\left(\mathrm{IH}_{i}\right) \geqslant(2 / \pi)^{i}$
Near-optimal [Benhamouda-Degkewar-Ishai-Rabin (CRYPTO-2018)]


## Result 3: Derandomization - Modulus \& Evaluation Places Recommendations

## Parameter Setting

- Let $p$ be a $\lambda$-bit Mersenne prime (For example, 3, 7, 31, 127, 8191, 131071, 524287, 2147483647, etc.)
- $F$ be the field of order $p$
- Let $n=k=2$
- Let $X_{1}, X_{2} \in F^{*}$, define $m=X_{2} / X_{1}$
- Suppose $(0 \cdots 0 \underbrace{1 \cdots 1}_{\lambda / 2 \text {-bits }})_{2} \in\left\{m,-m, m^{-1},-m^{-1}\right\}$

Leakage Family
Leak one physical bit from every secret share
A Full Derandomization
The corresponding $[n=2, k=2]$ Shamir's Secret-sharing Scheme is leakage resilient. Leakage attacks have a distinguishing advantage at most $1 / \sqrt{p}$.

## Remark

In general, extends to $n=k$ Shamir's Secret-sharing Scheme - achieving security (roughly) $(1 / \sqrt{p})^{n / 2}$

## Technical Approach

## Security against LSB Attacks

Consider an $[n=2, k=2]$ Shamir's Secret-sharing Scheme with evaluation places $X_{1}$ and $X_{2}$.
Define $m=X_{2} / X_{1}$. Define $\varepsilon_{\text {LSB }}(m)$ as the distinguishing advantage of the LSB leakage attack

## Reduction to LSB Leakage

- Fix a Mersenne prime $p$
- Suppose an $[n=2, k=2]$ Shamir's Secret-sharing Scheme is leakage resilient to arbitrary physical bit attacks with distinguishing advantage $\varepsilon$
- Then, the following fact holds

$$
\varepsilon=\max \left\{\varepsilon_{\mathrm{LSB}}(m), \varepsilon_{\mathrm{LSB}}(2 \cdot m), \varepsilon_{\mathrm{LSB}}\left(2^{2} \cdot m\right), \ldots, \varepsilon_{\mathrm{LSB}}\left(2^{\lambda-1} \cdot m\right)\right\}
$$

## What Remains

Develop a technique to determine whether $\varepsilon_{\text {LSB }}(m)$ is small or not

## Technical Problem Statement

We proceed via a Fourier-analytic approach and Identify interesting Combinatorial problems

## Positive Set of Elements \& Sign of Field Elements

Define the set of positive elements

$$
P=\{0,1, \ldots,(p-1) / 2\}
$$

Let sgn: $F \rightarrow\{-1,+1\}$ defined below

$$
\operatorname{sgn}(x)= \begin{cases}+1, & x \in P \\ -1, & \text { otherwise }\end{cases}
$$

(Nearly) Orthogonal and Pair-wise Orthogonal Functions

- Let $f, g: F \rightarrow\{-1,+1\}$ defined by $f(X)=\operatorname{sgn}(X)$ and $g(X)=\operatorname{sgn}(m \cdot X)$, where $m \in F^{*}$
- Our objective is to determine whether

$$
\sum_{x \in F} f(x) \cdot g(x) \in[-\varepsilon \cdot p, \varepsilon \cdot p]
$$

## Connection?

Consider an $[n=2, k=2]$ Shamir Secret-sharing Scheme with evaluation places $X_{1}$ and $X_{2}$, satisfying $X_{2} / X_{1}=m$. Then, $\varepsilon_{\text {LSB }}(m) \leqslant \varepsilon$

## Intuition of our Solution Strategy

## Objective

For the interval $P$, we show that

$$
\sum_{x \in P} g(x) \in[-\varepsilon \cdot p, \varepsilon \cdot p],
$$

where $g(X)=\operatorname{sgn}(m \cdot X)$

## Solution Strategy

(1) Consider the interval $P=\{0,1, \ldots,(p-1) / 2\}$
(2) Suppose the height of the line $Y=m \cdot X$ is "close" at the end points of this interval

- $y_{L}=m \cdot 0=0$
- $y_{R}=m \cdot(p-1) / 2$
- The gap $y_{L}-y_{R} \in[-\alpha, \alpha]$, for a small $\alpha$

Then, we will show that $\sum_{x \in P} g(x)$ is in the range $[-4 \alpha, 4 \alpha]$

## Signs of Lines: (Nearly) Balanced Windows



## Conclusion

$$
\sum_{x \in\{i, i+1, \ldots, j-1, j\}} g(x)=0
$$

## Signs of Lines: (Nearly) Balanced Windows



Conclusion

$$
\sum_{x \in\{i, i+1, \ldots, j-1, j\}} g(x) \mid \leqslant 4 \alpha
$$

## Signs of Lines: (Nearly) Balanced Windows

## Main Technical Lemma

- Consider the interval $I=\{i, i+1, \ldots, j-1, j\}$
- Define $y_{L}=g(i)$
- Define $y_{R}=g(j)$
- Suppose $\left(y_{L}+y_{R}\right) \in[-\alpha, \alpha]$ or $y_{L}-y_{R} \in[-\alpha, \alpha]$
- Then

$$
\left|\sum_{x \in I} g(x)\right| \leqslant 4 \alpha
$$

## Safe and Unsafe Choices

## Unsafe Choices

- $m$ is a small odd number (for example, $3,5, \ldots$ )
- Has insecurity $\geqslant 1 / 2 m$
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## Safe Choices

- $m=2^{i} \cdot(0 \cdots 0 \underbrace{1 \cdots 1}_{\lambda / 2 \text {-bits }})_{2}$, for all $i \in\{0,1, \ldots, \lambda-1\}$
- Has insecurity $\leqslant 1 / \sqrt{p}$


## What lies Ahead?

## Open Problems

(1) More secure Modulus and Evaluation Places choices for $[n=2, k=2]$ Shamir's Secret-sharing Scheme
(2) The $[n=3, k=2]$ Shamir's Secret-sharing Scheme: Hashing properties of 3 "signs of lines"

- Each "sign of line" is balanced
- Each product of two "signs of lines" is balanced
- The product of three "signs of lines" is balanced
(3) Derandomization $[n, k]$ Shamir's Secret-sharing Scheme: Hashing properties of $n$ "signs of deg $<k$ curves"
- For $i \in\{1,2, \ldots, k\}$ : The product of $i$ "signs of curves" is balanced
- More complex leakage classes
- Multiple physical bits per secret share
- Low complexity leakage
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