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Cryptographic standards and uidelines should be 
chosen to minimise the demands on users and 
implementers as well as the adverse consequences 
of human mistakes and equipment failures. 

NISTIR 7977



Many stages of cryptographic research from design to deployment

Warning:
waterfall
data flow,
undesirable.

Define the goals
qq

Explore space of cryptosystems
pp

Study algorithms for the attackers

pp
Focus on secure cryptosystems

pp
Study algorithms for the users

pp
Study implementations on real hardware

pp
Study side-channel attacks, fault attacks, etc.

pp
Focus on secure, reliable implementations

pp
Focus on implementations meeting performance requirements

pp
Integrate securely into real-world applications

Daniel J. Bernstein & Tanja Lange The transition to post-quantum cryptography 9

Bernstein & Lange, 2022
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Il est nécessaire, vu les circonstances 
qui en commandent l’application, 
que le système soit d’un usage facile. 

Auuste Kerckhoffs, 1883
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Abstract 

Designers of cryptographic systems are at a disadvantage to 
most other engineers, in that information on how their sys- 
tems fail is hard to get: their major users have traditionally 
been government agencies, which are very secretive about 
their mistakes. 

In this article, we present the results of a survey of the 
failure modes of retail banking systems, which constitute 
the next largest application of cryptology. It turns out that 
the threat model commonly used by cryptosystem designers 
was wrong: most frauds were not caused by cryptanalysis or 
other technical attacks, but by implementation errors and 
management failures. This suggests that a paradigm shift 
is overdue in computer security; we look at some of the al- 
ternatives, and see some signs that this shift may be getting 
under way. 

1 Introduction 

Cryptology, the science of code and cipher systems, is used 
by governments, banks and other organisations to keep in- 
formation secure. It is a complex subject, and its national 
security overtones may invest it with a certain amount of 
glamour, but we should never forget that information secu- 
rity is at heart an engineering problem. The hardware and 
software products which axe designed to solve it should in 
principle be judged in the same way as any other products: 
by their cost and effectiveness. 

However, the practice of cryptology differs from, say, that 
of aeronautical engineering in a rather striking way: there is 
almost no public feedback about how cryptographic systems 
fail. 

When an aircraft crashes, it is front page news. Teams 
of investigators rush to the scene, and the subsequent en- 
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granted provided that the copies era not made or distributed for 
direct commercial advantage, the ACM copyright notice and the 
title of the publication and its date appear, end notice is given 
that copying is by permission of the Association for Computing 
Machinery. To copy otherwise, or to republish, requires • fee 
end/or specific permission. 
Ist Conf.- Computer & Comm. Security '93-I 1/93 -VA,USA 
© 1993 ACM 0-39791-629-8/93/0011...$1.50 

215 

quiries are conducted by experts from organisations with a 
wide range of interests - the carrier, the insurer, the man- 
ufacturer, the airline pilots' union, and the local aviation 
authority. Their findings are examined by journalists and 
politicians, discussed in pilots' messes, and passed on by 
flying instructors. 

In short, the flying community has a strong and insti- 
tutionalised learning mechanism. This is perhaps the main 
reason why, despite the inherent hazards of flying in laxge 
aircraft, which are maintained and piloted by fallible hu- 
man beings, at hundreds of miles an hour through congested 
airspace, in bad weather and at night, the risk of being killed 
on an air journey is only about one in a million. 

In the crypto community, on the other hand, there is 
no such learning mechanism. The history of the subject 
([KI], [W1]) shows the same mistakes being made over and 
over again; in particular, poor management of codebooks 
and cipher machine procedures enabled many communica- 
tion networks to be broken. Kahn relates, for example [K1, 
p 484], that Norway's rapid fall in the second world war was 
largely due to the fact that the British Royal Navy's codes 
had been solved by the German Beobachtungsdienst - us- 
ing exactly the same techniques that the Royal Navy's own 
'Room 40' had used against Germany in the previous war. 

Since world war two, a curtain of silence has descended 
on government use of cryptography. This is not surpris- 
ing, given not just the cold war, but also the reluctance of 
bureaucrats (in whatever organisation) to admit their fail- 
ures. But it does put the cryptosystem designer at a se- 
vere disadvantage compared with engineers working in other 
disciplines; the post-war years are precisely the period in 
which modern cryptographic systems have been developed 
and brought into use. It is as if accident reports were only 
published for piston-engined aircraft, and the causes of all 
jet aircraft crashes were kept a state secret. 

2 Automatic Teller Machines 

To discover out how modern cryptosystems are vulnerable 
in practice, we have to study their use elsewhere. After 
government, the next biggest application is in banking, and 
evolved to protect automatic teller machines (ATMs) from 
fraud. 
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Adversary A

System
S

Environment E

Specification SP

Assumption EA

Requirement RQ

Fig. 1. A security rationale reduces (thick arrows) a security requirement to a specification and an
environmental assumption. The validity of the environmental assumption depends on the adver-
sary’s capabilities. The adversary interacts (thin arrows) with the system over the environment.

manner. The two other relations in (†) cannot however be readily formalized. In partic-
ular, the nebulous entities E and A often have no clear boundaries. This poses a major
challenge to formalizing the notion of a security rationale. For the rest of this paper,
we therefore treat the condition (†) as an informal guideline and as a way to classify
verification and refutation objectives.

Second, environmental assumptions and requirements have, in essence, the same
type. In particular, (†) would be trivially satisfied if EA were RQ . The resulting reduc-
tion would however clearly not help with the requirement’s analysis. Moreover, whether
a statement is seen as a requirement or an assumption depends on the task at hand. For
instance, in Example 3, the assumption that one cannot enter the lab through its window
constitutes a requirement if we are interested in constructing the lab building. To satisfy
this requirement we may, for example, install window bars; this would be preceded by
a specification that would fix the window bars’ construction in a way that is deemed
sufficient to resist a given adversary.

Third, in the security literature, the environment is sometimes conflated with the
adversary. To denote such an adversarial environment, let E⇤ = EkA. Then (†) boils
down to S |= SP ^ SkE⇤ |= EA ! SkE⇤ |= RQ .

Finally, note that any security rationale can account for only a small set of entities
and their interactions: we cannot reason about everything in the world. Therefore, any
rationale inevitably relies upon the assumption that the excluded entities and interac-
tions play no role in the requirement’s satisfaction. This assumption in effect excludes
certain adversarial actions. A prominent example is the assumption that the system
has no side channels for communicating with the adversary; otherwise, its protection
mechanisms can potentially be subverted. This further explains why we cannot dispense
with S in SkEkA |= EA above.

The following example illustrates the above notions.

Example 5. Consider the R&D laboratory of Example 1. The requirement RQ states
that only staff members may enter the lab. The lab has a door that is controlled by an

6
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To strengthen systems across the board, 
security professionals must focus on 
creating developer-riendly approaches. 

Green & Smith, 2016
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Attack paths 
prioritised scenarios
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hypothesised exploits
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likelihood & impact

Key assets 
targeted elements

Architecture 
data flow & trust zones

NCSC, 2021



Processes 
Where data will 
change from one 
form to another.

Data flows 
Represents data 
moving from one 
part of the system 
to elsewhere.

Data stores 
Indicates data at 
rest, i.e. a place 
for longer storage.

Terminators 
Also called actors 
or external entities. 
These are the 
limits of analysis.

Trust zones 
Can be drawn as 
trust boundaries, 
i.e. dotted lines 
between elements.
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Silent ‘pair programming’ 

—  Don’t want to break the flow 
—  Switch every five minutes 
—  Apply the refinement approach 

10 min.  Outline the program’s structure as comments 
 What message(s) will you be sending/receiving? 

      Which algorithm(s) will you be using for this? 

10 min.  Write pseudocode to make your ideas tangible 
20 min.  Translate your pseudocode into Python code

https://pypi.org/p/ascon 

$ pip install ascon 

>>> import ascon 
>>> ascon.[tab][tab] 
>>> data = b"..." 
>>> print(data.hex()) 

Mail your commented code to 
ascon@arnepadmos.com

Phase 1 – Comments 
Alignment of flows 
and our threat model 

Phase 2 – Pseudocode 
Match of structure to 
messages and threats 

Phase 3 – Source code 
Compare comments 
to the functions used



Exploratory initial qualitative observations: 

—  Zero, one, or just a couple of parameters passed 

—  Wrapper unctions taking a message as input 

—  Hardcoded or empty nonce/key, e.g. in wrapper 

—  Parameters to library appearing out of thin air 

—  No key diversification, error handling, etc.



















Random ideas for uture work: 

—  Use of ‘AEAD’ and ‘XOF’, not ‘MAC’ or ‘hash’ 

—  Define standard serialisation, e.g. AD | n | C | t 

—  Appropriate parameter ordering for unctions 

—  Creation of a compatible user-riendly wrapper 

—  Impact of programming paradigm on output
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SCA Evaluation & Benchmarking of 
Finalists in the NIST Lightweight 

Cryptography Standardization Process

Jens-Peter Kaps
& Kris Gaj
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How might we 
integrate usability 
into our process?

How would you 
like your designs 
to be evaluated?
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Sotware performance 

–  Ascon 
–  GIFT-COFB * 
–  SPARKLE 
–  Xoodyak 
–  TinyJAMBU 

Hardware performance 

–  Ascon 
–  Xoodyak 
–  TinyJAMBU 

Protected performance 

–  Ascon 
–  ISAP 
–  Xoodyak 
–  TinyJAMBU 

Modified ater external analysis 

–  Grain-128AEAD 
–  TinyJAMBU 

* might be vulnerable to a cache-timing attack



Combination of user reports



Ascon Xoodyak



There are some additional considerations, 
such as nonce-misuse security, releasing 
unverified plaintext security, the impact of 
state recovery, and post-quantum security 
of the candidates. 

NISTIR 8454
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3.10. Xoodyak 

3.10.1. Overview of the Design 

Xoodyak� is� a� permutation-based�AEAD�and�hashing� scheme.� Xoodyak� is� built� from�a�
fixed�384-bit�permutation�(called�Xoodoo)�operated�in�Cyclist�mode.�The�design�approach�
of�Xoodoo� is� closely� related� to� that�of� the�KECCAK�permutation.� The�384-bit� state� is�
arranged�in�a�three-dimensional�array�of�3�⇥ 4�⇥ 32�bits,�nonlinearity�is�provided�by�sim-
ple�operations�on�3-bit�columns,�linear�mixing�is�provided�by�mixing�between�sheets�and�
moving�the�bits�within�the�sheets�around,�and�a�constant�addition�ensures�that�there�is�some�
difference�between�rounds.�Cyclist�mode�takes�a�fixed�permutation�and�provides�the�func-
tionality�of�both�hashing�(sponge�mode)�and�AEAD�(duplex�mode)�along�with�some�new�
functionality,�including�tuple�hashing,�XOFs,�and�the�generation�of�rolling�subkeys.�

Submission updates. In�the�final�round,�the�key�and�nonce�are�processed�together�in�a�single�
call� instead�of� separately� in� two�calls,� resulting� in�12� fewer� rounds�needed� to�compute,�
which�leads�to�fast�processing�of�short�messages.�

Variants. The�variants�of�the�Xoodyak�family�are�listed�below.�

Key�size� Nonce�size� Tag�size� Rate� CapacityAEAD�variants� #Rounds
(in�bits)� (in�bits)� (in�bits)� (in�bits)� (in�bits)�

Xoodyak� 128� 128� 128� 192� 192� 12�

Hash�variants� Digest�size�
(in�bits)�

Rate�
(in�bits)�

Capacity�
(in�bits)�

#Rounds�

Xoodyak� 256� 130� 254� 12�
XOF�variants�
Xoodyak� any� 130� 254� 12�

Security Claims. The�submitters�claimed�that�the�nonce-based�Xoodyak�authenticated�en-
cryption� scheme� can� resist� an� adversary� with� up� to� 2128� computational� complexity� and�
up� to� 2160� data� complexity.� They� also� claimed� that� the� security� strength� levels� of� the�
Xoodyak�hash�function�and�Xoodyak�XOF�are�min{8n/2,128} bits�for�collision�resistance,�
min{8n,128} bits�for�preimage�and�second�preimage�resistances,�and�min(8n� log�m,128) 
bits�for�m-target�preimage�resistance,�where�n�is�the�output�size�in�bytes.�

3.10.2. Security Analysis 

The�following�papers�studied�the�security�of�Xoodyak.�

•� Song�and�Guo�[244]�demonstrated�a�cube-like�key-recovery�attack�on�Xoodoo-AE�re-
duced�to�six�(of�12)�rounds�in�289� time�and�255�memory.�

37�
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to�be�relatively�secure�against�quantum�threats.�The�best�generic�attack�against�symmetric�
ciphers�is�Grover’s�algorithm�[80],�which�provides�a�quadratic�speedup�for�exhaustive�key�
search�(or�finding�collisions�in�hash�functions).� To�avoid�the�attack,�variants�with�larger�
key�sizes�(or�larger�digest�sizes)�are�preferred.�Among�the�finalists,�three�of�the�candidates�
supported�keys�longer�than�128�bits.�In�particular,�the�SPARKLE�and�TinyJAMBU�families�
included�AEAD�variants�with�192-bit�and�256-bit�keys�and�one�ASCON�variant�supported�
160-bit�keys.� Note� that,� due� to� the� requirement�of� running�Grover’s�algorithm�with�se-
quential�queries,�the�practical�implications�of�the�attack�may�be�limited.�Additionally,�there�
are�some�results� that�exploit� the� internal�structure�of�symmetric�ciphers,�particularly� the�
Even-Mansour�construction�[81,�82],�which�may�impact�the�quantum�security�of�Elephant.�

Intellectual�Property�Statements:� The�initial�call�for�submissions�[4]�stated�the�goal�of�
worldwide,�royalty-free�availability�for�selected�algorithms.� NIST�required�that�algorithm�
submitters�identify�all�known�intellectual�property�that�could�be�infringed�by�implementing�
their� candidate� algorithm.� Among� the� finalists,� applicable� patents� were� only� identified�
for�PHOTON-Beetle�[31].� After�the�review�process�was�completed,�intellectual�property�
considerations�did�not�factor�into�decisions�made�during�the�selection�process.�

2.2.1. Selection of ASCON 

After�evaluating�the�finalists�according�to�the�criteria�presented�above,�NIST�has�selected�
the�ASCON�family�for�standardization.�

The�ASCON�family�includes�AEAD�and�hash�functions,�as�well�as�additional�XOFs.�This�
allows�it� to�satisfy�a�wide�range�of�application�needs�and�there�is� low�additional�cost� to�
implement�additional�functionalities�thanks�to�its�permutation-based�design.�

ASCON�is�the�most�mature�of�the�finalists�in�terms�of�security.� While�some�of�the�other�
finalists�were�not�published�prior� to� the� lightweight� standardization�process,� the�AEAD�
variants� of� the� ASCON� family� had� already� been� presented� and� analyzed� as� part� of� the�
CAESAR�competition.2�

2The�Competition� for�Authenticated�Encryption:� Security,� Applicability,� and�Robustness� (CAESAR)�was�
organized�by�an�international�cryptologic�research�community�to�identify�a�portfolio�of�authenticated�en-
cryption� schemes� that� offer� advantages� over� AES-GCM� and� are� suitable� for� widespread� adoption.� The�
final� portfolio� of� the� competition� was� announced� in� February� 2019.� More� information� is� available� at�
https://competitions.cr.yp.to/caesar.html.�

10�

Three�profiles�were�created�during�the�competition,�including�one�
for�lightweight�authenticated�encryption.�Ultimately,�the�AEAD�variants�of�ASCON�were�
selected�as�the�primary�choice�for�lightweight�applications�in�the�final�CAESAR�portfolio.�
ASCON’s�maturity�can�also�be�seen�in�the�tweaks�for�the�final�round,�where�there�were�
additional�variants�added�but�none�of�the�second-round�variants�were�modified.� This�is�in�
contrast�to�some�other�finalists�that�included�design�tweaks�to�address�attacks.�

With�ASCON’s�long�history�comes�a�wealth�of�analyses.� It�was�the�submission�with�the�
most�third-party�analysis�and�implementations.� Despite�the�head-start�on�cryptanalytical�
attacks,�ASCON�has�remained�strong.�AEAD�variants�of�the�ASCON�family�provide�a�high�
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5451�LUTs�and�has�a�throughput�of�93�Mbps�when�implemented�on�Xilinx�Artix-7�FP-
GAs.�

•� Aljuffri�et�al.�[356]�showed�that�GIFT’s�s-box�(or�SubCell�function)�is�vulnerable�to�pro-
filed�and�non-profiled�attacks�when�unprotected�or�protected�implementations�based�on�
existing�balancing�or�masking�techniques�are�used.� They�proposed�a�new�countermea-
sure�that�smartly�combines�balancing�and�masking�to�offer�full�protection�with�negligible�
overhead.�

•� Reinbrecht�et�al.�[357]�presented�a�cache�attack�on�GIFT� referred�to�as�GRINCH.�Their�
attack�recovered�the�full�key�within�400�encryptions.�

•� Dobraunig�et�al.�[358]�presented�an�outline�on�the�applicability�of�SPA/TA�attacks�on�the�
cryptographic�constructions�and� introduced�a�co-processor� that� implements�ASCON’s�
permutation�to�speed�up�ASCON/ISAP�while�increasing�protection�against�SPA�and�TA.�

•� Khairallah�and�Bhasin�[359,�360]�presented�the�hardware�implementations�of�Skinny� us-
ing�various�masking�schemes�and�provided�the�implementation�results�of�Romulus�with�
the�first-order�masked�Skinny� 8-bit�SBoxes.�

•� Abdulgadir�et�al.�[355,�361]�compared�the�cost�of�first-order�protection�of�domain-oriented�
masking.�Their�benchmarking�showed�that�the�protected�design�of�TinyJAMBU�occupies�
1267�LUTs�and�has�a�throughput�of�120�Mbps�when�implemented�on�Xilinx�Artix-7�FP-
GAs.�

•� Abdulgadir�et�al.�[355,�361]�compared�the�cost�of�first-order�protection�of�domain-oriented�
masking.� Their�benchmarking�showed�that�the�protected�designs�of�Xoodyak�occupies�
6431�LUTs� and�has� a� throughput� of� 891�Mbps�when� implemented�on�Xilinx�Artix-7�
FPGAs.�

5. Next Steps 

In� June�2023,� NIST�will�host� the�Sixth�Lightweight�Cryptography�Workshop� to� further�
explain�the�selection�process�and�to�discuss�various�aspects�of�standardization.�Among�the�
topics�of� interest�are�additional�variants,� functionalities,� and�parameter�selection.� There�
has�been�public�interest�in�possible�extensions�to�the�scope�of�the�lightweight�cryptography�
project.� In�particular,� the�community�has�expressed�interest�in�the�development�of�MAC�
and�deterministic�random�bit�generator�standards�based�on�the�ASCON�permutation.�

NIST� will� work� with� the� ASCON� designers� to� draft� the� new� lightweight� cryptography�
standard.� There�will�be�a�public�comment�period�of�at�least�45�days�during�which�NIST�
will�solicit�public�feedback�on�the�draft�and�publish�the�comments�that�were�received.�NIST�
will�address�each�of�the�comments�by�making�minor�edits�to�the�document�or�noting�issues�
raised�for�future�consideration.�

The�final�version�of�NIST’s�ASCON�standard�will�be�published�shortly�after�public�com-
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ments�have�been� resolved.� At� this� time,� the�validation� tests�and�procedures�will�be�de-
veloped,�followed�by�inclusion�in�validation�processes�under�the�cryptographic�algorithm�
validation�program�and�cryptographic�module�validation�program.�

62�



NIST, 1999



 

NISTIR 8319 
 

Review of the Advanced Encryption 
Standard 

 

 

 Nicky Mouha 
 
 
 
 
 
 
 
 
 

This publication is available free of charge from: 
https://doi.org/10.6028/NIST.IR.8319 

 

 

   

How to cite this article:  
Smid ME (2021) Development of the Advanced Encryption Standard. 
J Res Natl Inst Stan 126:126024. https://doi.org/10.6028/jres.126.024 

Volume 126, Article No. 126024 (2021) https://doi.org/10.6028/jres.126.024  

Journal of Research of the National Institute of Standards and Technology 

1 

Development of the Advanced Encryption 
Standard 

Miles E. Smid

Formerly: Computer Security Division,  
National Institute of Standards and Technology, 
Gaithersburg, MD 20899, USA 

mesmid@verizon.net 

Strong cryptographic algorithms are essential for the protection of stored and transmitted data throughout the world. This publication 
discusses the development of Federal Information Processing Standards Publication (FIPS) 197, which specifies a cryptographic 
algorithm known as the Advanced Encryption Standard (AES). The AES was the result of a cooperative multiyear effort involving the 
U.S. government, industry, and the academic community. Several difficult problems that had to be resolved during the standard’s 
development are discussed, and the eventual solutions are presented. The author writes from his viewpoint as former leader of the 
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1. Introduction

In the late 1990s, the National Institute of Standards and Technology (NIST) was about to decide if it
was going to specify a new cryptographic algorithm standard for the protection of U.S. government and 
commercial data. The current standard was showing signs of age and would not be up to the task of 
providing strong security much longer. NIST could step aside and let some other entity manage the 
development of new cryptographic standards, it could propose a short-term fix with a limited lifetime, or it 
could establish a procedure to develop a completely new algorithm. In January 1997, NIST decided to 
move forward with a proposal for developing an Advanced Encryption Standard (AES), which would be 
secure enough to last well into the next millennium. In December of 2001, after five years of effort, the 
finished standard was approved and published. The journey from initial concept to final standard was not 
straightforward. This paper covers the motivation for the development of the AES, the process that was 
followed, and the problems that were encountered and solved along the way. It documents a significant 
milestone in the history of NIST’s computer security program, which will be celebrating its 50th 
anniversary in 2022. 

https://nvlpubs.nist.gov/nistpubs/ir/2021/NIST.IR.8319.pdf
https://nvlpubs.nist.gov/nistpubs/ir/2021/NIST.IR.8319.pdf
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Abstract. We show that both variants of the Dual Counter Mode of
encryption (DCM) submitted for consideration as an AES mode of op-
eration to NIST by M. Boyle and C. Salter of the NSA are insecure with
respect to both secrecy and integrity in the face of chosen-plaintext at-
tacks. We argue that DCM cannot be easily changed to satisfy its stated
performance goal and be secure. Hence repairing DCM does not appear
worthwhile.

1 Introduction

On August 1, 2001, M. Boyle and C. Salter of the NSA submitted two variants
of the Dual Counter Mode (DCM) of encryption [1] for consideration as an AES
mode of operation to NIST. The DCM goals are: (1) to protect both the secrecy
and integrity of IP packets (as this mode is intended to satisfy the security goals
of Jutla’s IAPM mode [4]), and (2) to avoid the delay required before commenc-
ing the decryption of out-of-order IP packets, thereby decreasing the decryption
latency of IAPM. DCM is also intended to allow high rates of encryption.

The authors argue that DCM satisfies the first goal because “an error in a
cipher block causes all data in the packet to fail the integrity check”. DCM ap-
pears to satisfy the second goal because it maintains a “shared secret negotiated
during the key exchange,” which avoids the delay inherent to the decryption of
a secret IV before the first out-of-order packet arrival can be decrypted. The
authors note correctly that Jutla’s IAPM mode does not satisfy their second
goal.

In this note, we show that both variants of DCM are insecure with respect
to both secrecy and integrity in the face of chosen-plaintext attacks. Further, we
argue that DCM cannot be easily changed to satisfy its stated performance goal
for the decryption of out-of-order packets and be secure. We conclude since other
proposed AES modes satisfy the proposed goals for DCM, even if repairing DCM
is possible, which we doubt, such an exercise does not appear to be worthwhile.
1 VDG Inc., 6009 Brookside Drive, Chevy Chase, MD 20815.
2 Electrical and Computer Engineering Department, University of Maryland, College

Park, Maryland 20742.
3 Computer Science Division, EECS Department, University of California Berkeley,

Berkeley, CA. 94720.
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D U A L  C O U N T E R  M O D E  
MIKE BOYLE 

CHRIS SALTER  

INTRODUCTION  

For the past 18 months, the NSA has been developing a high-speed encryption mode for IP packets. 
The mode that we designed is identical in many aspects to Jutla’s Integrity Aware Parallelizable Mode 
(IAPM). There is one important difference in our proposal. In the IP world, a large number of 
packets might arrive out of order. Integrity Aware Parallelizable Mode (IAPM) and the proposed 
variations incur a large overhead for out of order packets[JU 01]. Each packet requires at least the 
time to perform a full decryption to obtain an IV before decryption of the cipher can begin. This 
note describes our solution to this problem. 

First, we describe the basic mode and its features. We then describe how to implement this mode for 
IPSec.  

DUAL COUNTER MODE  

Dual counter mode is a hybrid of ECB mode and counter mode. Let E represent encryption by a 
codebook of width W. Let P1,  P2, ..., Pj be j blocks of plaintext and let C1,  C2, ..., Cj be the 
corresponding ciphertext. Let f be a polynomial of degree W for a primitive linear feedback shift 
register. Also, let {xi} be the sequence of fills generated by this polynomial. The first fill, x0, is a 
secret shared between the two peers. This initial fill is most easily derived from the key exchange1. 
Dual counter mode can be described as follows: 

j = # of datablocks  

For i = 1, ..., j 

xi = f(xi-1) 

Ci = E(Pi ⊕ xi) ⊕ xi 

 

Quite likely the cipherblocks will travel in packets. If the packets arrive in order, the receiver does not 
lose track of the fill needed to decrypt the cipher. 

TWO IMPLEMENTATION M ODES 

We knew that many implementers would want to verify the data integrity of packets. This mode has 
the property that any change to a ciphertext block causes the decrypted plaintext to be garbled. Thus 
it is easy to add a checksum to verify data integrity. 
                                                 
1 Of course, care should be taken in producing this value. For example, the designers of the key exchange for IPsec used 
secure hashes such as SHA-1 to isolate keying material. 
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Abstract. We present practical attacks against OCB2, an ISO-standard
authenticated encryption (AE) scheme. OCB2 is a highly-efficient block-
cipher mode of operation. It has been extensively studied and widely
believed to be secure thanks to the provable security proofs. Our attacks
allow the adversary to create forgeries with single encryption query of
almost-known plaintext. This attack can be further extended to powerful
almost-universal and universal forgeries using more queries. The source
of our attacks is the way OCB2 implements AE using a tweakable block-
cipher, called XEX⇤. We have verified our attacks using a reference code
of OCB2. Our attacks do not break the privacy of OCB2, and are not
applicable to the others, including OCB1 and OCB3.

Keywords: OCB, Authenticated Encryption, Cryptanalysis, Forgery,
XEX

1 Introduction

Authenticated encryption (AE) is a form of symmetric-key encryption that pro-
vides both confidentiality and authenticity of messages. Now it is widely accepted
that AE is a fundamental security tool for many practical applications, such as
TLS.

OCB is a blockcipher mode of operation for AE. It is one of the most cel-
ebrated schemes in the cryptography for its beautiful and innovative architec-
ture. OCB is very efficient. In fact, it is as efficient as encryption-only modes,
and is parallelizable. There are three versions of OCB. The first version (OCB1)
was proposed at ACM CCS 2001 by Rogaway et. al [RBBK01]. The second
one (OCB2) was proposed at Asiacrypt 2004 by Rogaway [Rog04a] (hereafter
Rog04), and the latest one (OCB3) was proposed at FSE 2011 by Krovetz and
Rogaway [KR11]. Each version of OCB has received significant attentions from
theory and practice. OCB1 was considered for the security mechanism of Wire-
less LAN (IEEE 802-11), OCB2 is standardized in ISO/IEC 19772:2009 [ISO09],
and OCB3 is in RFC 7253 [RFC14]. Moreover, OCB3 is a finalist of CAESAR
competition1. Various versions of OCB have been implemented in the crypto-
graphic libraries, such as Botan, BouncyCastle, LibTomCrypt, OpenSSL, SJCL
etc.
1 https://competitions.cr.yp.to/caesar.html
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Abstract. Competitions are widely viewed as the safest way to select
cryptographic algorithms. This paper surveys procedures that have been
used in cryptographic competitions, and analyzes the extent to which
those procedures reduce security risks.
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1 Introduction

The CoV individual reports point out several shortcomings and pro-
cedural weaknesses that led to the inclusion of the Dual EC DRBG
algorithm in SP 800-90 and propose several steps to remedy them. . . .
The VCAT strongly encourages standard development through open
competitions, where appropriate. —“NIST Cryptographic Standards
and Guidelines Development Process: Report and Recommendations
of the Visiting Committee on Advanced Technology of the National
Institute of Standards and Technology” [107], 2014

Cryptographic competitions are not a panacea. DES, the output of the first
cryptographic competition, had an exploitable key size (see [47], [60], [113], [30],
and [52]), had an exploitable block size (see [78] and [29]), and at the same time
had enough denials of exploitability (see, e.g., [61], [46, Section 7], [63], and [1])
to delay the deployment of stronger ciphers for decades. As another example,
AES performance on many platforms relies on table lookups with secret indices
(“S-table” or “T-table” lookups), and these table lookups were claimed to be “not
vulnerable to timing attacks” (see [45, Section 3.3] and [83, Section 3.6.2]), but
this claim was incorrect (see [16] and [104]), and this failure continues to cause
security problems today (see, e.g., [39]). As a third example, SHA-3 was forced

This work was funded by the Deutsche Forschungsgemeinschaft (DFG, German
Research Foundation) under Germany’s Excellence Strategy—EXC 2092 CASA—
390781972 “Cyber Security in the Age of Large-Scale Adversaries”, by the U.S. Na-
tional Science Foundation under grant 1913167, and by the Cisco University Research
Program. “Any opinions, findings, and conclusions or recommendations expressed in
this material are those of the author(s) and do not necessarily reflect the views of
the National Science Foundation” (or other funding agencies). Permanent ID of this
document: b7af715576cc229aaf8c532ea89bb6ace1c91a65. Date: 2020.12.25.
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Focus on understanding real-world failure cases 

Test the toolbox with end-users for footuns 

Provide structures and incentives for assurance 

Explore secure channels and record protocols



As illustrated by BLINKER, Strobe, SHOE, and Cyclist, 
sponges can be the basis for simple, lightweight two- 
party half-duplex record protocols.



Aumasson et al., 2023



The complete symmetric crypto API

clone() absorb() squeeze() squeeze_tag()

squeeze_key() max_tag_len() encrypt() encrypt_detached()

decrypt() decrypt_detached() ratchet() tag_len()

tag_pull() tag_verify() close() reset()

Frank Denis, 2023



700,000 LOC

disco-c libdisco (go)

OpenSSL

4,000 LOC1,000 LOC

2,000 LOC

DiscoNet* (C#)

* implementation by Artyom Makarov

David Wong, 2018

https://permutationbasedcrypto.org/2018/slides/David_Wong.pdf


Motivation for BLINKER

Legacy protocols are unsuited for ultra-lightweight applications.

Academic research has focused on lightweight primitives, and suitable lightweight,
general purpose communications protocols have not been proposed.

We need a generic short-distance lightweight link layer security provider that can
function independently from upper layer application functions.

I Design with mathematical and legal provability in mind.
I Aim at simplicity and small footprint: use a single sponge permutation for key

derivation, confidentiality, integrity, etc. (Instead of distinct algorithms.)
I Use a single state variable in both directions, instead of 8+ cryptovariables.
I Ideally this protocol would be realizable with semi-autonomous integrated

hardware, without much CPU or MCU involvement.

3 / 19

Security Goals

Protocol designers should have provable bounds on these three goals:

priv The ciphertext result C of enc(S ,P, pad) must be indistinguishable from
random when S is random and P may be chosen by the attacker.

auth The probability of an adversary of choosing a message C that does not result
in a FAIL in dec(S ,C , pad) without knowledge of S is bound by a function
of the authentication tag size t and number of trials.

sync Each party can verify that all previous messages of the session have been
correctly received and the absolute order in which messages were sent.

First two are standard Authentication Encryption requirements, the last one is new.

8 / 19
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Examples of protocol-related problems: 

—  Field, content, channel, domain, key conusion 

—  Key extraction allows decrypting prior traffic 

—  Drop, delay, preplay, reflect, reorder, replay, etc. 

—  Recovery of a wrapped key due to nonce reuse 

—  Not using safer features because of higher cost



Things that could use urther study: 

—  Tuples and types, plus making these efficient 

—  Reuse of internal state for KDF and/or chaining 

—  Relevance of Ascon modes to [Turbo]SHAKE 

—  Support for sessions, including key ratcheting 

—  Multi-key attacks and key-reuse resistance
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