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Abstract— The EMERALD (Event Monitori ng En-  the-shelf (COT) and non (OIS conporents, interop-

abli ng Responses to Anomal ous Li ve Di st urbanggs; #rd sharing information at increasing levels of
vironnent is a distri buted scalable tool suigte for track-

ing mlicious activitythroughandacross large neajtldwco. 1s}..]' These SySte.m are relied on to
EMERALD i ntroduces a highly distributed, bdBgiangowng list of need including tramsporta-

block approach to network surveillance, att];mc&)r]ﬁﬂgc@’l arergy nanagerant,, cormni catl ons,
tion, and automated response. It combines 111)%1%1 £ om

research in distributed high-vol une event—corre?'ation

nmethodologies with over a decade of intrusiondetection . L. .

research and engineering experience. The appyé[fé)EtHI]Eit@lya the very interoperability and sophis-
novel inits use of highly distributed, i nde pieaenthen ttkbgrabionof technol ogy that nake our infras-
able, surveill ance andresponse noni tors thaﬁrl%flfeél%&h%naﬂe assets also make thermvul ner-

able pol ynorphically at various abstract lay sinalar .
network. These nmonitors contribute to a st %Pﬁ iﬂ;%%;]& aﬁfmkeour dependence on our in-

event-analysis systemthat combi nes signat drastraciues aipstential liability We hawe had ample
with statistical profiling to provide local bﬁ%fhﬁ‘ﬁy’%b‘c&rhﬂéﬁ mnarows exanples of vulnera-

protection of the nost widely used network s .2yi ces; o . .
the Internet. Equally i mportant, EMERALDi ntﬁrf;ﬁ Sscaengatflacks agalst our infrastructures and the

a recursive framework for coordinating t he S¥bee bl die them  Attacks such as the Inbernet
tion of anal yses fromthe distri buted moni tW)Hﬁ[Z:l ) 1@2&}—}3\@ shown s how our 1nterconnec-

vide a global detection and response capabiltiiﬁjtryt %sts‘fﬁge dorai s canbelsedagaimtlsto
counter attacks occurring across anentirenetwog enter=

prise. Further, EMERALDi ntroduces a versat Pl I@]dpliOI_E coce.  Acidental outages suwh as the
cationprogrammers’interfacethat enhances i 198G BRP foetycoldapse [22] and the 1990 AR T col -
integrate with heterogeneous target hosts a}%é)mq’ {d&ssrate howseening] y 1ocalized tri ggering
a high degree of interoperability with third-par t oblal . . .
cuitos. everts can Veéio lydisastrows efbcts onwdely dis-
tributed systern. In addition, ve have wtnessed orga
nized groups of mscreants [11], [17], local and foreign,
Keywords—Net work security, intrusion det ectHeI;.)f%r,mI(]igor?han and coordinated attacks against
ordi nated attacks, anomaly detection, nmis us‘@rlﬂil@%@ft@n@ﬂ@ targets. Ware keenly avare of the
informationwarfare, systemsurvivability, irmrﬁgle)@ﬂpkeg:@ﬁ sulnerabilities that exist perva-
outsider threat. sivel yinretvork services, protocols, and operating sys-
tern, throughout our mmlitary and cormarcial retvork
infrastructures.  Even the deploymant of never nore

robwst techmologies does mot fully compersate for the

ur infrastructures of highly integrated i1nformation V@mrabilities in the mltit.mle of legacy systera wth
Osystem, both mlitary and cormarcial, have be- whi ch the rever systera st interoperate.

com ore of the key assets onwhichve depend for com
petitive advartage. These 1nformation irfrastructures
tend to be congl omarates of integrated cormarci al -off-

I. INTRODUCTION

Yet, despite these exarples, there remainno wdely
avail able robist tools to allowws to track mlicios ac-
tivity through and across large retworks. Te need for

t The work describedhere is currently funded by DARPA/TTO scal a.ble netvprk— avere survelllance and resporse tech-
under contract number F30602-96- C-0294. nologles conflmes to grow



II. CHALLENGES TO SCALABLE NETWORK MISUBE
DE1ECT ON

A& dependence on o netvork infrastructures con
times to grow so too grow our need to ersure the
survivahility of these assets. Investrants 1nto scalable
netvork intrision detection 1 will over tim offr anim
portant additional dimamsionto the survivability of our
infrastructures. Mechani s are needed to provi de real -
tima detection of patterns in netvork operatioms that
my indicate amomalos or malicios activity, and to
respond tothis activi ty through autorated comtermaa-
sures. In addition, these machani sma should al so sup-
port the pursuit of individuals respomsible for maliciows
activity through the collection and correl ation of evert
data.

Te typical target envirommant of the FMIBALD
maject is alarge erterprise netvork wth thowsands of
wers comected 1n a federation of 1ndependent admnmi s-
trative domains. Fach admm strative dominis vieved
as acollectiondf local and netvorkservices that provi de
an 1nterface for requests fromindi viduals internal and
external to the domin Netvork services include fea
tures cormon to rany netvork operating systera such
as tail, HTIP F'IP remte login, retvorkfile system,
finger, Kerbercs, and SNMP Som dorai s may share
trust relationships wth other domairs (either peer-to-
peer or hierarchical). Qher domains may operate in
corplete tmstrwst of all others; provi ding outgol ng con
rectiors only, or perhaps severely restricting incormng
comections. Sers may be local to asingle domain or
my possess accounts on mltiple domains that allow
thento freel y establish comectiors throughout the en
terprise.

In the envirommant of an enterprise retvork, vell-
established concepts in computer security such as the
reference monitor [3 do mot apply vell. A large
enterprise retvork is a dynarmc cooperative of in
tercomected heterogeneos systern that often exists
mre through co-dependerce than hierarchical struc-
ture. Ifinng a single security policy over such an en
terprise, let alore a single point of authority, 1s often
not practical .

Wth traditional approaches to security being diffi-
cut to apdy to retwork irfrastructures in the large,
the need to emsure survivahility of these irfrastructures
raises importart questions. e suwch questionis, “Can
we build surveitllance and response capabilities that can
scale to very large enterprise netwrks?” 'B do so wll
require 8 to overcom a muher of challenges in cur-

IInthis paper, the term“intrusion” is used broadly to encom
pass msuse, anonalies, service denial s, and ot her devi ati ons from

acceptahl e systembehavi or.

rent intrusiondetection desigrs, many of vhich derive

fromthe centralized paradi gnof current architectures.

Wile a fuly distributed architecture could address
som of these challenges, it too introdices tradeofk
in capahilities and performance. The followng briefly
surmarizes challenges that exist in scaling intrusion
detection tools to large netvorks.

¢ Event Generation and Storage: Adit gen
eration and storage has tended to be a centralized ac-
tivity, and often gathers excessive ammnts of informa
tion ab 1nappropriate layers of abstraction (entralized
audit machamsra place a heavy burden on the (PU
and T/Othroughput, and simply do not scale vell wth
large wer populations. In addition, it is diffnlt to
extend centralized audit machanisma to cover spatially
distributed comporents such as netvork infrastructure
(e.g, routers, fiters, I firevalls) or variows comon
retvork servi ces.

e State-space Management and Rule Com-
plexity: In signature-based anal yses, rule corplexity
can have a direct tradeoff wth performance. Asoplisti-
cated rule structure able to represent, corplex/miltiple
evert orderings wth elaborate pre- or post-condi tioms
my allowfor very concise and vell-structured pene-
tration defmtions. Hovever, sophisticated rule struc-
tures may also irmose heavy burders in maintaining
greater amurts of state information throughout the
anal ysis, limmting their scalability to envi rommants wth
hi gh vol uras of events. Shorter and simpler rules may
impose lesser amal ysis and state-managerant burdens,
kel ping to provide greater scalability and efliiency in
evert anal ysis. WMen speed 1s the key issue, the ulti-
mate rule-set 1s one wth o state-ranagerant needs
— requiring o ordering and no tima-corsumng pre-
and post-condi tions to eval uate as events are processed.
Srpler rules, hovever, also limt expressihility in ms-
we defmtions, and can lead to 1nflated rule-bases to
compersate for a single comlex rule-set that mmght
cover rany variations of an attack. (Tearly, there exists
a tradeoff betveen hi ghl y corpl ex and expressiHy rich
rule mdels versis shorter and simpler rules that indi-
vidually require mniral state-managerant and anal y-
sis burders.

¢ Knowledge Repositories: Fgpert systern sepa-

rate their base of knowedge (rules of inference andstate
informtion regarding the target systemy fromboth
their anal ysis code and respomse 1ogi c in anefiort to add

to their overall modul arity. Tere is som advantage to
mirtainng this knowedge base in a certrally located
repository. Dmarme modification and cortrol over this
informationis made easier vhen only single repositories
reed be mdified. Acentrallylocated knowt edge repos-
1toryis efliient for making pluggabl e rul e-sets that add



to the gererality and portability of the tool. Hovever,
inahighly distributed and hi gh-vol ura event ervi ron-
mrt, asingle repository corbined wth a single anal-
wsis engite can act as a choke-point. It also provides
a single point of failure should the repository becom
wunaval lable or tainted.

e Inference Architectures: A the core of many
si gnature- based expert systern exists an al gorithmfor
accepting the input (inour case activitylogs) and, based
on a set of inference rules, directing the search for rew
information. Tus inference-engine mdel is very cen
tralized in mature. In alarge retvork, events and data
flow asynchronowsly throughout the netvork 1n paral -
lel and in volums beyond vhat any centralized anal-
wis techmologies can process. A central amalysis re-
qures certralized collection of event information, and
irposes the full burden (I/Q processing and ram
ory) of the anal ysis on those corporents on wi ch the
inference engire resides. Tus singe-point-of-anal ysis
mdel does mot scale vell. A completel y distributed
anal ysis, hovever, introdices i1ts ow challenges. Both
gobal correlation and intelligert coordination amng
distribited anal ysis wnts irpose signficant resource
overhead Hnding the optimal anal ysis paradi gmbe-
tveen the contimumof the centralized expert-system
approach and a full y decentralized anal ysis schem is a
key challenge in ulding a scalable 1nference architec-

ture.

The physical and logical dispersion of the 1nterfaces
and controls amng target systern and retvorks mmst
be accormodated by the architecture of the distributed
anal ysis system (ertralized intrisiondetection archi-
tectures deployed in highly distributed netvork envi-
romarts experierce difiil tyinintegratingand scaling
their anal ysis paradi g tosuch envi ronmnts. (Several
of these isswes are exploredin[16]). Te issues andlim
1tation discussed above represent challenges to the very
design and engi neering assurptiors on vhi ch mch of

the current 1ntrusion detection research 1s based

Te objective of the IMIREDvork 1s to bring a
collectionof research and prototype devel oprant effrts
into the practical vorld, insuch a vay that the anal y
sis tools for detecting and interpreting anomalies and
msises can be applied and integrated intorealistic net-
vork corputi ng envi rommants.  The FMIBA Dproj ect
provides a critical step in denustrating howto con
struct scal able and conpubationally realistic intrusion
detection mchan sta to track maliciows activity wthin
and across large retvorks. B do this, FMIRAD
erplgys detection and resporse components that are
smaller and more distributed than previows intrusion
detection efforts, and that interoperate to provide com
posable surveil] ance.

FMRAD represents a signficart departire
from previows centralized host-based, wser-oriernted,
intrusiondetection efforts that suffr poor scalahility
andintegrationintol arge retvorks. FMIRNDs anal -
wsis schemn targets the external threat agent who at-
terpts to subvert or bypass a domain’s netvork 1nter-
faces and cortrol machan sm to gain wmathorized ac-
cess to domain resources or prevert the availability of
these resources. FMIRADerpl oys a buil ding-Hock
architectural strategy wing independent distributed
surveill ance moni tors that can anal yze and respond to
mlicaos activityonlocal targets, and caninteroperate
toforman anal ysis hierarchy. Tis | ayered anal ysis hier-
archy provi des a framvork for the recogm tion of mre
g obal threats tointerdomai ncommectivity, incl uding co-
ordinated atterpts to infl trate or destroy comectivity
acrcss anentire netvorkenterprise. Section IT1 presents
anarchi tectural overviewof FMIBAD) and Section IV
discusses 1ts 1ntegrationinto distributed corputi ng en
VITOITAILS.

I1I. Tee ENERALDNTVRK INIRUSI ON
IFmEcT ON A RCHI TECTURE

FMRAD introduces a hierarchically layered ap-
proach to retvork swrveillance that includes servece
anal ysi s covering the mswse of individual conporents
and retvork services wthin the boundary of a sine
de domin; donain-w de anal ysis covering msise vis-
ible across mltiple services and corponents; and
enterprise-ui de analysis covering coordinated rmsise
across mltiple domains. The ohjective of the service
amal ysis 1s to strearhine and decentralize the surveil-
lance of a domain's retvork interfaces for activity that
may indicate miswe or signficart anomlies 1n oper-
ation. Wintroduce the concept of dynarmcally de-
Hoyable, highly distributed, andindependently tunable
service momtors. Service romtors are dynammcally de-
ployed wthin a domain to provide localized real-tim
amal ysis of infrastructure (e.g., routers or gateveys)
and servi ces (privileged subsystern wth retvork inter-
faces). Service romitors may interact wth their envi-
rommnt passivel y (reading activitylogs) or actively via
probing to suppl erant normal evert gathering, Tis lo-
calized coverage of retvork services and domaininfras-
tructure forma the lovest tier in EMIRNDs 1ayered
retvork-roni tori ng schera.

Information correl ated by a service momtor can be
dissernmated to other FMIRYDronitors through a
subscription-based commmication schem.  Subscrip-
tionprovi des FMIBADs massage systerboth a pish
and pull data exchange capability betveen romtor i
teroperation (see Section ITI-F).  FMIRAD client
i tors are able to subscribe to receive the anal ysis



results that are produced by server momtors. /& a
nori tor produces anal ysis results, 1t is then able to dis-
semnate these results asynchronowsly toits client sub-
scribers. Trough subscription, FMIRAD romi tors
distributed throughout a large netvork are able to effi
clertly di ssermmate reports of malicios activity wthot
requiring the overhead of synchronows polling

Iprainwde analysis forra the second tier of
FMRADs 1ayered netvork surveill ance schera. A
donarn monitor 1s resporsible for surveillance over all
or part of the domain. Donain nonitors correlate in
trwsionreports dissenmmated by 1ndi vi dual service non-
1tors, providing a domai e wde perspective of malicios
activity (or patterrs of activity). Inadditionto domain
surveillance, the domain nomtor is respomsible for re-
configuri ng systempararaters, interfacing wth other
mmi tors beyond the domain, and reporting threats
agai st the domain to admmistrators.

Iastly, FMIBADenabl es erterprise-wde anal ysis,
providing a global abstraction of the cooperative com
mmity of donains. Hiterprise-layer nomtors correl ate
activity reports prodiced across the set of noritored
dorairs.  Fterprise-layer nomtors focus on retvork
wde threats such as Internet vormlike attacks, attacks
repeated agaimst common retvork services acrcss do-
mis, and coordinated attacks frommmltiple donains
agaitst a single dorain. Through this correl ation and
sharing of anal ysis results, reports of problern found by
ore 1o tor may propagate to other mom tors through
out the netvork. The enterprise itself need not be stable
inits cofigurationor centrally admnistered Rither, it
my exist as an erargent entity through the intercon
rectiors of the domims. FMIBADs ahility to per-
forminterdomain event anal ysis is vital to addressing
mre global, 1nformation varfare-like attacks agaimst
the entire enterprise (see Section IV).

A. The EMERALD Momtor

Te gereric FMBAD ronitor architecture is il-
lwstrated in Egwe 1. Te architecture is designed to
emble the fexible introduction and deletion of anal y-
sis engires fromthe i tor boundary as necessary. In
1ts dual-anal ysis configuration, an FMIRN Drom tor
irstantiation corhines signature anal ysis wth statisti-
cal proflingto provi de conpl erartary forma of anal ysis
over the operation of netvork services and infrastruc-
ture. Ingereral, amom tor mayincl ude additional anal -
ysis engines that may implerart other forma of event
anal ysis, or a romtor my comsist of only a single re-
sol ver 1rplerarnting a resporse policy hased on intru
sion sumaries prodiced by other FMIBAD romi-
tors. Mritors also incorporate a versatile application
programmars’ interface that enhances their ahility to

interoperate wth the amalysis target, and wth other
third-party intrusion- detection tools.

Under] ying the depl oyrart of an FNERN Do -
tor is the selectionof atarget-specific evert stream The
event, streammay be derived froma variety of sources
including audit data, retvork datagram, SNWP traf-
fic, application logs, and analysis results fromother
intrsi o detection imstrumartation. The event stream
1s parsed, fltered, and formatted by the target-specific
event-collection mathods provided wthin the resource
object definition (see Section ITI-B). Bent records are
then forvarded to the monitor’s anal ysis engire(s) for

processing.

FMRADs profiler engine performa statistical
profle-based anomaly detection given a gereralized
event, streamof an amalysis target (Section ITI-Q.
FMRADs signat ure engine requires mmral state-
ramagerant and ermploys a rule-coding schema that
breaks fromtraditional expert-system techmques to
povide a more focwsed and distributed signature-
anal ysis rodel (Section ITI-I).  Mitiple analysis en
gires impleranting diferent amal ysis mathods may be
erpl oyed to anal yze a variety of event stream that per-
tainto the sam anal ysis target. These amal ysis eng) res
are intended to devel op significantly lover vol uas of

abstract intruston or suspicion reports. 'Te profiler

and s1 gnature eng) nes recei ve large vol unas of evert 1 ogs

specific to the anal ysis target, and produce sraller vol-
umas of irtrusionor swspicion reports that are then fed
to their associated resol ver.

FMIRADs resolver is the coordimator of anal ysis
reports and the implerartor of the “resporse policy”
(Section TTI-F).  Aresolver my correl ate anal ysis re-
sults produced externally by other amal ysis engines to
vhichit subscribes, andit maybe bound to ore or more
anal ysis engines wthin the mom tor boundary. Becaise
the volum of 1ts input 1s mch lover than the event-
streamvol ures processed by the amalysis engines, the
resol ver is abl e to11pl enant, sophi sti cated ranagerant
and control policies over the anal ysis engines. Te re-
sol ver al soprovi des the primaryinterface betveenits as-
soci ated anal ysis engires; the anal ysis target, and other
intrwsiondetection mdiles. In general , mon tors my
exist wth mltiple amnal ysis engires, and support the
capabi 11ty to interoperate wth third-party anal ysis enr
gines.

A the center of the IMMBNDmonitor 1s a struc-

ture called a resource object. The resorce ohject is a

Huggabe library of target-specific configration data
and mathods that allows the mmtor code-base to re-
main independent fromthe anal ysis target to vhichit
is deployed (Section IT1-B).  Gstonizing and dynani-
cally configuri ng an FMIBYDronitor this becorss
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Fig. 1. The Generic EMERALD Moni tor Architecture

a question of building and defini ng the fiel ds of the anal- Al EMERALD noni tors (service, donain, and en-

ysis target’s resource object. terprise) are inpl emented using the sane noni tor code-
base. 'The EMERALDnoni tor architecture is designed
general l y enough to be depl oyed at various abstract 1ay-
ers in the network. The only differences between de-
ployed nonitors are their resource object definitions.
This reusable software architecture 1s a najor project
asset, providing significant benefits to the inpl enent a-
tion and naintenance efforts. The follow ng sections
riefly describe the various conponents that nake up
the EMFRALD noni tor architecture.

Interoperabilityis especially critical to EVERALD s
decentralized nonitoring schene, and extends within
EMERALD s own architectural scope as well as to
third-party nodules. To support 1nteroperability,
EMERALD noni tors incorporate a bidirectional nes-
saging system Section III-F discusses our efforts t
devel op a standard interface specification for communi-
cation within and between EVERALD nonitors and
external nodules. (king this interface specification,
third-party nodul es can communi cate w th EMERALD B. Resource Oljects: Albstracting Netwrk Entities
moni tors ina varietyof ways, as illustratedin Figure 1.

Thi rd- party nodul es operating as event-collectionunits Fundanental to EMERALD s design is the abstrac-

may enpl oy FMFRALD s external interfaces to sub- tion of the semantics of the analysis target fromthe
mt event data to the analysis engines for processing. EMERALD nonitor. By logically decoupling the im

Such third-party nodul es woul d effectivel y repl ace the plenentationof the FMFRALDnoni tor fromthe anal -

noni tor’ s own event-collectionnethods (Section ITT-B).ysis senantics of the analysis target, the extension of
Thi rd- party nodul es nay al so submt and receive anal- EMERALD s surveillance capabilities becones a ques-
ysis results via the resolver’s external interfaces. Thiom of integrationrather thaninplenentation. The re-
wll allowthird-partynodul es toincorporate the resul tsource object contains all the operating parameters for
fromEMRALD noni tors into their own surveill ance each of the nonitor’s conponents as well as the anal ysis
efforts, or to contribute their results to the EVMERALD sernantics (e.g., the profiler engine’s neasure and cat-
anal ysis hierarchy. Lastly, the nonitor’s internal APkegory definition, or the signature engine’s penetration
allows third-party anal ysis engines to be linked directlyle-base) necessary to process the target event stream
into the noni tor boundary. (hce the resource object for a particul ar anal ysis target



18 defined, it may be reused later by other EMFRALD lection of variables and data structures that specifies
noni tors that are depl oyed to equi val ent anal ysis tar-the operating configuration of a fiel ded nonitor’s anal -
gets. Tor exanple, the resource object for a donain’s ysis engine(s). The resource object maintains aseparate
router may be reused as other FMERALDnoni tors are collection of operating paraneters for each anal ysis en-
depl oyed for other routers in the domain. Alibrary of gine instantiated within the nonitor boundary.

resource object definitions is being devel oped for com

. ) Analysis Unit N Confi tion: FKach anal ysi
nonl y avail abl e net work surveillance targets. ¢ Analysis Tl ontguration cranatysts

engl ne nal nt ai ns an i ndependently configured collection
Figure 2 illustrates the general structure of the ref intrusion-detection anal ysis procedures. This struc-
source object. The resource object provides a pluggabl eture contains the configuration variables that define the
configuration nodule for tuning the generic nonitor semantics enployed by the anal ysis engine to process
code-base to a specific anal ysis target event stream Itihe target-specific event stream
nmninally conprises the foll owing variables (these vari-
abl es may be extended as needed to accommwdate the
incorporation of newanal ysis engines into the nonitor
boundary):

¢ Resolver Configuration: The resource object
maintains the operating paraneters that specify the
configuration of the resol ver’s internal nodul es.

¢ Decision Unit Configuration: ‘This refers to
the senantics used by the resolver’s decision umt for
nerging the anal ysis results fromthe various anal ysis
engines. 'The senmantics include the response criteria
used by the decision unit for invoking counterneasure

Configurable
Event Structures

Event Collection Methods

Engine 1 Analysis Unit 1 handl ers.
Configuration Configuration
: : e Subscription List: 'This structure contains in-
: formation necessary for establishing subscription-based
EngineN Analysis Unit N commni cationsessions, whi chmyincl ude network ad-
Configuration | Configuration dress information and public keys used by the noni tor
Resolver Decision Unit to authenticate potential clients and servers. 'The sub-
Configuration Configuration . . . . . S ..
scription list field is an inportant facility for gaining
Subscription List visibility into malicious or anonalous activity outside

the 1 mmedi ate environnent of an FMERALD moni tor.
The nost obvi ous exanpl es where relationships are im
] ] ] ] portant invol ve interdependencies anong network ser-
Fig. 2. The Generic EMERALD Moni tor Architecture oo (pa¢ nake 1ocal policy decisions. (bnsider, for
exanpl e, the interdependencies between access checks
e Configurable Event Structures: 'The noni- perforned during network fil e systemnounti ng and t he
tor code-base maintains nointernal dependence on the IP nappingof the DNSservice. An unexpected nount
content or format of any given target event streamor nonitoredbythe networkfile systemservice naybe re-
the anal ysis resul ts produced fromanal yzing the event sponded to differently if the INS nonitor inforns the
stream Rather, the resource object provides a univer-network fil e systemnoni tor of suspicious updates tothe
sally applicable syntax for specifying the structure obunt requestor’s IINS nappi ng.
event records and anal ysis results. Ev.ent records are e Valid Response Methods: Various response
defined based on the contents of the nonmitor’s target functi b 4 lable to th | i
. unctions can be made available to the resolver as i
event strean{s). Analysis result structures are used to

) . ) rFeceives intrusion reports fromits anal ysis engines or
package the findings produced by the analysis engine. intrusion summaries fromsubscribees. These are -
. 2 . pre
Event records and anal ysis results are defined simlarly
. . . programed counterneasure nethods that the resol ver
to allowthe eventual hierarchical processing of anal ysis

. . may 1 nvoke as intrusion surmaries are received.
results as event records by subscriber nonitors.

Response Methods

. . A di d ab the fiel ds of th bject
e Event- Collection Methods: Aset of filtering L Beussed above, Lhe Helds of Lhe resouree ob)ec
: . . . are defined and utilized during nonitor initialization.
routines (or log conversionroutines wth customfil ter-

. . ; . . In addition, these fiel ds may be nodified by internal
ing semantics) is enployed by the anal ysis engines to . . .

. noni tor conponents, and by authorized external clients
gather and fornat target-specific event records. 'These

. : . . ing th itor’s APL. fiel di di fied
are the native nethods that interact directly with fhe W51 18 PhE TOILLOT 8 (hee fie &5 are Modl ued, com
ponents can be requested to dynamcallyrel oad the con-
systemto parse the target event stream

figuration paraneters defined in those fiel ds. This gi ves
¢ Engine N Configuration: 'This refers to a col- EMRALD an inportant ability to provide adaptive



anal ysis a control functionality. However, it also intref NTES/Stats to abstract and generalize its defini tion
duces a potential stability problemif dynamc nodifi- of neasures and profiles, the streamining of i1ts profile
cations are not tightlyrestricted to avoid cyclic nodi firmnagenent, and the adaptation of the configuration
cations. o address this issue, nonitors accept configu-and reporting nechanism to EMERALD s highly in-
rationrequests fromonlyimedi ate parents i n EMER teroperabl e and dynam ¢ nessage systeminterface.

ALD s anal ysis hierarchy. The EMERALDpr ofil er engi ne achi eves total separa-

t1ion between profil e mnagenent and the nat henatical
al gorithns used to assess the anonaly of events. Pro-
files are providedto the computational engine as cl asses
defined in the resource object. The mathenatical func-
tions for anomal y scoring, profil e mai ntenance, and up-
dating function in a fully general nanner, not requir-
ing any underl yi ng know edge of the data being ana-
l yzed beyond what is encoded in the profile class. The
event-collectioninteroperability supports translation of
elementary data (the anal ysis target’s event streanj to
the profile and neasure classes. At that point, anal ysis
enpl oyed a wi de range of multivariate statistical nea- for diﬂjer.ent type.s of m)nitor.ed entities is @the@ti—

. . callysimlar. This approachinparts great flexibilityto
sures to profile the behavior of individual users [9]. . .

tsh_e anal ysis in that fading nemory constants, update

Anal ysis is user-based, where a statistical score is .
. ) . . requency, neasure type, and so on are tailored to the
signed to each user’s session representing howclosely =

currently observed usage corresponds to the establishedentlty being noni tored.

patterns of usage for that individual. The input source TFach profiler engine is dedicated to a specific target

tothe NDES statistical conponent is anunfil tered and event streamat the elenentary level. Such localized,

unsorted host audit 1 og, whichrepresents the activity ofarget-specific anal yses (unlike the monolithic approach
all users currently operating on the host. enpl oyed by N TDES/Stats) provide a nore distributed,

In 1995, SR conducted research under Tusted building—blgckapproachtgH(Dnitor.ing, and al 1 owpr ofil -
ing conputations to be effeiently dispersed throughout

C' Sdldle ProileBased Amomdy Detection

The original groundwork for SRI’s ITES effort was
perforned over a decade ago. ‘The first-generation
statistics conponent was used to anal yze SystemMn-
agenent Facility (SM) records froman IBMmain-
frane system[10] in the first half of the 1980s. Re-
quirenents for an anomal y-detection systemthat be-
cane I TES were docunentedin[6]. This researchledto
the devel oprent of the NITES statistical profil e-based
anonal y- detection subsystem (NITDES/Stats), which

Infornmation Systens’ Safeguard project to extend

NIDES/Stats to profile the behavior of individual ap- the network. Because the event streamsubmttedto the
plications [2]. Statistical measures were custonized (rofiler engine is specific tothe anal ysis target’s activity,
profil e managenent is greatly sinplified, inthat thereis

neasure and di fferentiate the proper operation of an ap- - A . R
no need to support mul tisubject profile instantiations.

plicationfromoperation that mayindicate Trojanhorse
substitution. Under the Safeguard nodel, analysis is [In addition, the results of service-layer profiler en-
application—based, Where a statistical score iS aSSig@Ches can be propagated to Other H(DIlitOI'S Operating

to the operation of applications and represents the de-hi gher in EMERALD s layered anal ysis schene, offer-

gree to which current behavior of the application cor-ing domain- or enterprise-wide statistical profiling of
responds to its established patterns of operation. Thenomalyreports. Profil er engines may operate through-
Safeguard eflort denonstrated the ability of statisticabut the anal ysis hierarchy, further correl ating and nerg-
profiling tools toclearlydifferentiate the scope of execung service-layer profiles to identify nore widespread
tionanong general - purpose applications. It alsoshowed anomal ous activity. The underlying mathematics are

that statistical anal yses can be very effective in anal yahe sane for eachinstance, and all required infornation
ing activities other than individual users; by insteagecific to the entity being nonitored (be it a network
noni toring applications, the Safeguard anal ysis greatl yesource or other EMERALDnoni tors producing anal -
reduced the required nunber of profiles and conputa-  ysis results at lower layers in the anal ysis hierarchy) is
tional requirenents, andalsodranaticallydecreased theentirely encapsul ated in the objects of the profile class.
typical false-positive and false-negative ratios.

Wile NITES/Stats has been reasonably successful D, Scdale Sigmtue Andysis
profiling users and later applications, it wll be ex-
tended to the nore general subject class typography Signature analysis is a process whereby an event
required by EMERALD Nonetheless, the underlying streamis napped against abstract representations of
nechani sns are well suited to the probl emof network event sequences that are known to 1ndicate undesirable
anonaly detection, wth sone adaptation. ‘The re- activity. However, sinplistic event binding al one nay
quired nodi fications center around extensive reworking not necessarily provide enough indicationto ensure the



accurate detectionof the target activity. Signature anahsong network services. The DNS/NFS attack dis-

yses must also distinguish whether an event sequence cussed in Section ITI-B is one such exanple of an ag-
being witnessedis actuall y transitioningthe systemintgregate attack scenario. 'The faul t-propagation nodel
the anticipated conpromsedstate. Additionally, deter-presented in [20] offers a general exanple of modeling
nmni ng whether a given event sequence is indicative of interdependency of network assets (inthis case fault in-
an attack nay be a function of the preconditions un- terdependencies ina nonnalicious environnent) that is
der which the event sequence 1s perforned. 1o enable also of general relevance for ENMERALD s domain- and

this finer granul arity of signature recognition, previownterprise-layer intrusion correl ation.

efforts have enpl oyed various degrees of state detec-

tion and managenent 1 ogic (one such exanple is found g A Unversd Resduer @rrel aion and R esporse
in[18]). Fowever, as discussed in SectionII, the incor-

poration of sophisticated rule- and state-nmanagenent  FMERALD maintains a well- defined separation be-
features nust be bal anced with the need to ensure an tween anal ysis activities and response logic. Tnpl enen-
acceptabl e level of perfornance. tationof the response policy, including coordinatingthe

di ssemnation of the anal ysis results, is the responsibil-

strategy departs fromprevious centralizedrule basedefity of the Dresolver. “lhe resolver is an ex-
6y Cep b pert systemthat receives the intrusion and suspicion

forts. Denploys a highl y distributed anal ysis reports produced by the profil er and signature engines,

strategy that, wth respect to signature anal ysis, effec- . .
. 8y . P . 5 YRS, ClCGhd based on these reports 1nvokes the various response
t1vely nodul arizes and distributes the rule-base anding oo .
. . handl ers defined wthin the resource object. Because

ference engine into smaller, nore focused signature en-

. . th | f intrusi d ici ts is 1
gines. This has several benefits beyond the perfornance € vorume OF 1MLTUSLon and Susplelon reports 1s 1ower

. . . . than the individual event reports received by the anal -
advant ages fromevenly distributing the conputational . . .
ysis engines, the resolver can afford the nore sophis-
load across network resources.

ticated demands of mnaintaining the configuration, and

By narrowing the scope of activity in the event nanaging the response handling and external interfaces
streamto a single anal ysis target, the noise ratio fromecessary for nonitor operation. Furthernore, the re-
event records that the signature engine nust fil ter out issol ver adds tothe extensibility of EMERALDby provi d-
greatlyreduced. This noise filtering of the event streariing the subscriptioninterface throughwhichthird-party
hel ps the signature engine avoid msguided searches anal ysis tools can interact and participate in EMER
al ong incorrect signature paths. EMERALD al so par- ALD s 1 ayered anal ysis schene.
titions and distributes the signature activity represen-
tations. Rather than naintaining a central know edge-
base containing representations of all known nalicious
activity across a given conputingenvironnent, EMER
ALDdistributes atailoredset of signature activitywt
each monitor’s resource object.

In nmany respects, FEMRALD s signature-anal ysis

Upon its initialization, the resol ver references vari-
ous fields mthin the associated resource object. 'The
resolver initiates authentication and subscription ses-
l%ions wi th those EMERALD noni tors whose identities
appear in the resource object’s subscription-list fiel d.
It also handles all incomng requests by subscribers,
EMERALD s signature-anal ysis objectives depend  which must authenticate themsel ves to the resolver.
on which layer in EMERALD s hierarchical analysis (Tetails of EMERALD s subscription-session authenti-
schene the signature engine operates. Service-layer sig=ation process are discussed in[19].) Chce a subscrip-
nature engines attenpt tononitor network services and tion session is established with a subscriber nonitor,
infrastructure for attenpts to subvert or msuse thesethe resol ver acts as the prinaryinterface through which
conponents to penetrate or interfere with the domain’s configuration requests are received, probes are handl ed,
operation. Service monitors target external and per-andintrusionreports are dissemnated.
haps unaut henticated indi vi dual s who attenpt to sub-
vert services or domain conponents to performactions
outside their normal operating scope. The EMR

EMERALD s upports extensive internoni tor sharing
of anal ysis resul ts throughout 1ts layered anal ysis archi-

. . tecture. Resolvers are able torequest and receive intru-
ALDsi gnature engine scans the event streamfor events . .
sion reports fromother resol vers at lower layers in the

tha.t represent at.tenptedexpl 01tat.1(.)ns of known at tacks anal ysis hierarchy. A anal ysis results are received from
against the service, or other activity that stands al one

b ¢ t he EVERALDnomi ¢ Subscribees; they are forwarded vi a the noni tor’s event
as vwarranting a response fromthe nenLtor. filters to the analysis engines. This tiered collection

Above the service layer, signature engines scan theand correlation of analysis results allows EMERALD
aggregate of intrusion reports fromservice nonitors i monitors to represent and profil e nore gl obal nalicious
an attenpt to detect nore global coordinated attack or anonalous activity that 1s not visible fromthe 1o-
scenarios or scenarios that exploit interdependenciesal nonitoringof individual networkservices and assets



(see Section IV). able network surveill ance. EMERALD noni tors 1ncor-

In addition to its external-interface responsibilit]i)(e)gate a duplex nessaging systemthat allows themto

. .. cortel ate activity sumnaries and counterneasure infor-
the resol ver operates as a fully functional decision en-, . . . . . . .
. . . . . mationina distributed hierarchical anal ysis franevork.
gine, capable of invoking real-tine counterneasures in

. S EMERALD s nessaging systemnust address interoper-
response to nalicious or anonal ous activityreports pro- . . S . . .
. . abilitybothwthinits ownarchitectural scope and with
duced by the anal ysis engines. (bunterneasures are de- other thirdepartv anal vsis tools. Todo this. the nessa
fined in the response-nethods fiel d of the resource ob- party Y ’ ’ &

. ) . i t i d 11- defined s inter-
ject. Included witheachvalidresponse nethodare eval - L1 SYSLEMProvi des a wet |- delined prograimer -s 1mer-

. . .. . face that supports the bidirectional exchange of anal ysis
uationnetrics for determning the circunstances under

whi ch t he nethod shoul d be di spat ched. These response r.esults and configurationrequests with al ternative secu-
criteriainvol ve tvwoeval uationnetrics: athresholdmat—rltytOOls'
ric that corresponds to the neasure values and scores  FEMIRALD s nessage system operates under an
produced by the profiler engine, and severity netrics asynchronous communicationnodel for handlingresul ts
correspond to subsets of the associated attack sequencesdi ssemnation and processing that is genericallyreferred
defined within the resource object. The resol ver com toas subscription-based nessage passihdiMERALD
bines the netrics to formmlate its nonitor’s responseconponent interoperationis client/server-based, where
policy. Aggressive responses may include direct coun-a client nodul e may subscribe to receive event data or
terneasures such as closing connections or termnatinganal ysis results fromservers. Chce the subscriptionre-
processes. Mre passive responses nay include the dis- quest is accepted by the server, the server nodule for-
patching of integrity-checking handlers to verify the opsards events or anal ysis results to the client autonat-
erating state of the anal ysis target. ically as data becones available, and nay dynamcally
. . reconfigure itself as requested by the client’s control re-
The resol ver operates as the center of intranonitor . .

quests. Wile this asynchronous nodel does not escape

conmt c.at.lon. 4 the analysis engines buildintrusion the overhead needed to ensure reliable delivery, it does
and suspicion reports, they propagate these reports to

; reduce the need for client probes and acknowl edgnents .
the resolver for further correlation, response, and dis-

semmnationto other ENMERALDnoni tors. The resol ver An inportant goal in the design of EMRALD s

can also submt runtine configuration requests to the 1nterface specification is that the interface remain as
anal ysis engines, possibly to increase or decrease thdwplenentation neutral as possible. 'Io support an
scope of anal yses (e.g., enable or disable additional sigplenentation-neutral commnicationfranework, the
nature rules) based on various operating netrics. These NBssage systemis designed with strong separation
configuration requests could be made as a result of between the programmer’s interface specification and
encountering other intrusion reports fromother sub- the issues of nessage transpottThe interface spec-
scribers. For exanple, anintrusionreport produced by ification enbodies no assunptions about the target
aservice noni tor 1n one domain coul d be propagated to intrusion-detectionnodul es, inplenentationl anguages,
an enterprise monitor, whichin turn sensitizes servichost platform or network. 'The transport layer is ar-
noni tors in other domains to the sane activity. chitecturally isol ated fromthe internals of EMERALD
noni tors so that transport nodules may be readily
introduced and replaced as protocols and security re-
quirenents are negotiated between nodul e devel opers.

nom tor admnistrator and the noni tor itself. Fromthe The fol 1 owi ng bri efly s ummari zes EMERALD s i nterf ace
perspective of an EMERALDresol ver, the admnistra- speci fication and transport | ayer design.

tor interfaceis sinplyasubscribingservice to whichthe

resol ver may submt its intrusionsumaries and recei ve Interface Specification: Interface specification
probes and configuration requests. The admnistrative involves the definition of the nessages that the vari-
interface tool can dynamically subscribe and unsub- Ous intrusion-detectionnodules mst convey to one an-
scribe to any of the depl oyed EMERALD resol vers, as other, and how these messages should be processed.

well as submt configuration requests and asynchronous The message structure and content are specified in
probes as desired. a conpletely inplenentation-neutral context. Inter-

nal ly, EMFRALDnoni tors contain three general nod-
ule types: event collection nethods that collect and fil -

Lastly, acritical function of the EMFRALDresol ver
1s to operate as the interface nechanismbetween the

F. The EMERALD Message System

2 0ther commmnities have enpl oyedsubscription- based pus

S : : L ull data flowschenes for informati on such as net work man:
Interoperability is especially critical to the ]Efl\/EF?mnt e WWW contont

ALDdesilg.n,. whi ChfI'OHlCOIl(.Zept.lOIl pronot es dynamc SDetails of EMERALD's programmer’s interface specificat
extensibility through a buil ding- bl ock approach to scaland transport design are provi dedin [19].



ter the target event stream analysis engines that pro““I’malive” confirmations). lients nmay also submt
cess the filtered events, and a resol ver that processedynamc configuration requests to servers. For exam
and responds to the anal ysis engine results. Fxternallyple, an anal ysis engine nay request an event collection
EMERALD noni tors interoperate wth one another in nethod to nodify its filtering senmantics. dients nay
a manner anal ogous to 1nternal communi cation: service also probe servers for report summaries or additional
nom tors produce local anal ysis results that are passedvent information. Lastly, servers may send clients in-
to the donain noni tor; domain nonitors correlate ser- trusion/suspicion sunmaries or event data in response
vice noni tor resul ts, producing newresul ts that are furto client probes or in an asynchronous dissemnation
ther propagated to enterprise nonitors; enterprise non- node.

itors correl ate and respond to the anal ysis results pro-

duced by domai n noni tors. Trans port Layer: The second part of the nes-

sage systemfranework i nvol ves the specification of the
Both intranoni tor and i nternoni tor commnication  transport nechani smused to establish a gi ven cormu-

enpl oy 1dentical subscription-based client-server nodnication channel between nonitors or possibly between
els. Wth respect to internonitor communication, the a nonitor and a third-party security nodule. Al im
resol ver operates as aclient to the anal ysis engines, apllenentation dependencies wthin the nessage system
the anal ysis engines operate as clients to the event filfranevork are addressed by the pluggable transport
ters. Through the internal nessage system the resol vernodul es. Transport nodules are specific to the par-
submts configurationrequests and probes to the anal y- ticipating intrusion-detection nodules, their respective
sis engines, and receives fromthe anal ysis engines theihosts, and potentiallyto the network-shoul dthe nod-
anal ysis resul ts. The anal ysis engines operate as serverbes require cross-platforminteroperation. Part of the
providing the resolver with intrusion or suspicion rerntegration of a nonitor into a new anal ysis target is
ports either asynchronously or upon request. Simlarlythe incorporation of the necessary transport nodul e(s)
the anal ysis engines are responsible for establishing afdor both internal and external communication).

naintaining a commni cation link mth a target event .
R e It is at the transport layer where EMERALD ad-
collection nethod (or event filter) and pronpting the . ) i . ) .
dresses 1ssues of communi cations security, integrity, and

reconfiguration of the collection nethod’s filtering se=" 777 A O .
nantics when necessary. Event col lection nethods pro- reliability. Wileit is inportant tofacilitate interoper-

vide anal ysis engines with target-specific event recordgblllty anong securlty nechanisns, this interoperabil-

. C : 1ty mist be bal anced with the need to ensure an overall
upon which the statistical and signature anal yses are i ) . A .
perforned. level of operational integrity, reliability, and privacy. An

essential elenent in the FMERALD nessaging system
Internoni tor communi cation al so operates using the designis the integrationof secure transport to ensure a
subscription-based hierarchy. A donain nonitor sub- degree of internal security between EMERALD comnpo-
scribes tothe anal ysis results produced by service nonnents and other cooperative anal ysis units.
itors, and then propagates its own anal ytical results to
1ts parent enterprise nonitor. 'The enterprise nonitor

operates as a client to one or nore donain nonitors, dul hat handl e i : . . Thi
allowm ng themto correlate and nodel enterprise-w de nodul es ¢ at. andi e 1.nterm)mtor commni cation. his
allows the intranonitor transport nodules to address

activity fromthe domain-1ayer results. Tbnain noni- i T .
tors operate as servers tothe enterprise nonitors, and a,%ecu“ty and reliability issues differently than howthe

clients to the service-layer monitors depl oyed throughl nternoni tor transport nodul es address security andre-
out their local domin. This message schene woul d op- liability. Wile intranonitor communication nay nore

erate identicallyif correlationwere to continue at hi ghce(%rr!m)nly involve interprocess commnication within

l ayers of abstraction beyond enterprise anal ysis. a 51ngle.host, Lnternon tor cormmnlcatlgn wll nost
comonl y 1 nvol ve cross-pl atformnet worked i nteropera-

EMERALD s intranoni tor and intermonitor pro- tion. For exanple, the intranonitor transport nech-
gramming i nterfaces are identical. These interfaces aranisns nay enpl oy unnamed pipes [14], which pro-
subdi vi ded 1 nto five categories of interoperation: chanvides a kernel-enforced private interprocess communi-
nel initializationand termnation, channel synchronizaation channel between the nonitor conponents (this
tion, dynamc configuration, server probing, and re- assunes a process hierarchy within the nonitor archi-
port /event dissemnation. (ients are responsible fotecture). The nonitor’s external transport, however,
initiating and termnating channel sessions mthserverswill nore 11kely export data through untrusted network
Furthernore, clients are responsible for managi ng chan- connections and thus require nore extensive security
nel synchronization in the event of errors in nessagenanagenent. Tbensure the securityandintegrityof the
sequencing or periods of failed or slowresponse (i.emgssage exchange, the external transport nay enpl oy

The transport nodules that handle intranonitor
commni cation may be different fromthe transport



public/private key authentication protocols and sessionndi cates possible msuse, this informationis responded
key exchange. 1king this sane interface, third-partyto by the monitor’s local resol ver to ensure immediate
anal ysis tools may authenticate and exchange anal ysis response. Msuse reports are al so dissemnated through-
resul ts and configuration i nfornation w th EMFRALD out EMERALD s web of surveillance, to the nonitor’s

nom tors in a well-defined, secure nanner. pool of subscribers.

The pluggable transport allows FEVERALDflexibil- IDbnain-layer nonitors nmodel and profile donain-

ity in negotiating security features and protocol usagai de vul nerabilities not detectable fromthe narrowvis-
with third parties. (I particular interest to the nonibility of the service layer. Dbnamin nonitors search for
itoring of network events is our planned incorporationintrusive and anonalous activity across a group of in-
of a comercially available netvwork managenent sys-  terdependent service-layer conponents, subscribing to
temas a third-party nodule. That systemwll deliver eachservice’s associated service nonitor. Dbnain non-
noni toring results relating to security, reliability, ayaiks alsooperate as the di ssemnationpoint betweenthe
ability, performance, and other attributes. The networkdomain’s surveillance and the external network surveil-
managenent systemnay in turn subscribe to EMR lance. Were mutual trust anong donains exists, do-
ALDresults in order to influence network reconfigura- mainnonitors nayestablishpeer rel ationships with one
tion. 'This experinent will denonstrate the interoper- another. Peer-to-peer subscription allows donain noni-
ation of intrusion-detectioninstrunentation with anal4ors to share intrusionsummaries fromevents that have
ysis tools that thenselves do not specifically addressoccurred in other domains. Ibnain nonitors nay use

security managenent . such reports to dynamcallysensitize their local service
moni tors to nalicious activity found to be occurring
IV. EMERALDMNTIVORK TDPLOYMENT outside the domain’s visibility. Domain nonitors may
al so operate wthin an enterprise hierarchy, where they
The EMERALD reusabl e- noni tor architecture pro- dissemnate intrusionreports to enterprise nonitors for

vides afranevork for the organi zation and coordi nation global correlation. .Wle.re trust. exists between dommi ns,
of distributedevent anal ysis across mul tiple admnistrdeer-to-peer subscription provides auseful technique for
t1ive domains. EMERALDi ntroduces aservice-oriented, keeping domains sensitized to malicious activity occur-
layered approach to representing, analyzing, and re-ring outside their view

sponding to netvork msuse. Ds profiling Enterprise-layer nonitors attenpt to nodel and de-

and signature anal yses are n.ot perforned as nonoli thic tect coordinated efforts to infil trate donain perineters
anal yses over anentire domain, but rather are depl oyed . . .

X . . or prevent interconnectivity between donains. Fnter-
sparingly throughout a large enterprise to provide fo-

. prise surveillance may be used where domains are in-
cused protection of key network assets vul nerable to at- . .
. S terconnected under the control of a single organiza-
tack. This nodel leads to greater flexibility whenever . . .
. . tion, such as a large privately omed VN Enterprise
the network configuration changes dynamcally, and to

. ; ‘ . surveillance is very simlar to domin surveillance: the
inproved perfornance, where conputational loadis dis- . . . . . .

: . erferprise miitor subscribes to various donaln noni-
tributed effei entl y anong net work resources.

tors, just as the domain nonitors subscribed to various
Ibnains under EMERALD surveill ance are able to local service nonitors. The enterprise nonitor (or non-
detect malicious activitytargeted against their networktors, as it woul d be inportant to avoidcentralizing any
services and infrastructure, and dissemmnate this infoanalysis) focuses on network-wde threats such as In-
nmationina coordinated andsecure way toother EMER ternet wormlike attacks, attacks repeated against com
ALD noni tors (as well as third-party analysis tools) non network services across domains, or coordinated
distributed throughout the network. Reports of prob- attacks frommiltiple donmins against asingle domin.

lens found in one domain can propagate to other noni- As an enterprise nonitor recognizes comonalities in
tors throughout the network using the subscription pro- intrusionreports across dommins (e.g., the spreading of
cess. EMIRALD s subscription-based conmunication a wormor a mel systemattack repeated throughout

strategy provides mutual authentication between par- the enterprise), its resolver can take steps to help do-
ticipants, as well as confidentiality and integrity for ahlins counter the attack, and can also help sensitize

internoni tor message traflt (see Section ITI-F). other domains to such attacks before they are affected.
EMERALD s anal ysis schene is highly conposabl e, EMERALD s distributed anal ysis paradi gmprovi des
beginning at the service layer where EMERALD non- several significant perfornance advant ages over the cen-

itors anal yze the security-relevant activity associattadlized signature anal ysis and statistical profiling tools
with an individual network service or network infras- fromwhichits architecture is derived. In a large net-
tructure. As service-layer nonitors detect activity thaork, event activity is dispersed throughout 1ts spa-



tially distributed conponents, occurring in parallel anHMERALDnoni tors. Various other efforts have consid-

invol unes that are difftul t for centralized anal ysis toolsred one of the two types of anal ysis — signature-based
to manage. FMIRALD distributes the conputational (e.g., Porras [18] has used a state-transition approach;
load and space utilization needed to nonitor the vari-the UWC Thavis and Trident TITH [4] addresses ab-

ous network conponents,; and perforns its anal ysis and stracted anal ysis for networking, but not scalability; the
response activity locally. Tocal detection and responsMetwork Security Mnitor [7] seeks to anal yze packet
also hel ps to ensure tinely protection of network assetsdata rather than conventional audit trails; Purdue [5]
Furthernore, FMFRALD s distributed noni tor depl oy- seeks to use adapti ve- agent technol ogy) or profil e- based.
nent effectively parallelizes the statistical profiling aMbke recent work in UC Thvis’ GrITH effort [24] em
signature anal yses. (hce the event streans fromthe ploys adiuty graphsof network operations tosearchfor
various anal ysis targets are separated and submtted totraffe patterns that may i ndi cate net work-w de coordi-
the depl oyed noni tors, event correlation, profiling, andnated attacks. (Ko has considered witingspecifications
response handling are all managed by i ndependent com  for expected behavior [13], whichis sort of aconpronise
putational units. Lastly, FMARALD s dynamc¢ exten- between signature anal ysis and behavioral profiling.)
sibilityallows anintegrator toselectively choose the key

elenents in anetwork that require nonitoring, and the p  paued Reseachin Fait Detection

ability to alter anal ysis coverage dynamcally.

EMERALD1 s sonmewhat simlar conceptually to var-

V. RELATED WORK ious efforts in al armcorrel ation and hi gh- vol une event
) ) correlation/faul t detection in the network managenent
EMERALD is not intended as a replacement to  conmunity [8], [15], [16]. EMERALDs architecture

nore centralized, host-based, user-oriented intrusiogsg layered analysis is sonewhat simlar to the dis-
detectiontools, but rather as a conplenentaryarchitec-{ i buted event correlation system (THCS) discussed
ture that addresses threats fromthe interconnectivity of} [12]. However, DECS makes several sinplifications in
domains in hostile environnents. Specifically, FMER (g stateless event nodeling schene that do not trans-

ALD attenpts to detect and respond to both antici- | ate well to analicious environnent for detecting intru-

pated and unanti ci pated msuses of services and infras-g;ons Recent work in nonmalicious fault isol ation [20]
tructure in large network-based enterprises, including ,)g¢ relevant, andis being considered. However, none
external threats that attenpt to subvert or bypass a of these efforts shares EMERALD s abilities for recur-
domain’s networkinterfaces and control nechanisns to  gjve hierarchical abstraction and misuse detection, nor
gainunauthorized access to domminresources or prevent g, they include provisions to ensure their own surviv-
the avail ability of these resources. FMFRALDal so pro-
vides a framnework for recognizing nore global threats
to interdomain connectivity, including coordinated at-
tenpts to infiltrate or destroy connectivity across an
entire network ent.erpri.se. .Am)re detailed dis:cussion This paper introduces FMERALD a conmposable

of EMRALD s relationship with other workis given surveillance and response architecture oriented to-

in[19]. Ibre, ve ma.rel.y alll?de to1ts .pos1t10n tn th%ard the nonitoring of distributed network el erents.
spectrumof researchinintrusiondetection, fault dete

. . (EI\/ERALDtargets external threat agents who attenpt
tion, and al armcorrel ation. .
to subvert or bypass network interfaces and controls to
gal n unaut horized access to donainresources. EMR
ALDbuilds a mul tiple local nonitoring capability into

EVERAT . . a framevork for coordinating the dissemnation of dis-
Deonsiderably generalizes and extends the tributed anal yses to provide global detection and re-

i i i k of SRI’s TTES and NES [ 1 . .
cariler ploneering work of Sil s 7 an [, sponse to netvwork-w de coordinated attacks. The ba-
overcomng previous limtations wth respect to scala-".

bility, applicability to networking, interoperability, Saln%_analySIS unitin this architecture is the FMFRALD

inability to detect distributed coordinated attacks. ]f?nt.toi.’ V\hllchlilillcprpor]z;tes both:}gnatt}lllre an?l ysis and
generalizes to network environnents the Safeguard ex- statistical profiing. Dy separablig the ana’ ysis senail-

perience [ 2], whichovercane profil e expl osion and scal a—tlcs fromthe analysis and response Togic, FMRALD

bility problens bylocally profiling the activities of su oni tors can be easily 1nt§grated throughout FNFR
systens and commands rather than of 1ndividual users. D's Tayered netvork surveillance strategy.
EMERALDal so extends the statistical-profil e nodel of EMERALD bui 1 ds on and consi derabl y extends past

N I¥S, to anal yze the operation of network services, research and devel oprent in anonaly and msuse de-
netvork infrastructure, and activity reports fromothertection, to accormodate the nonitoring of large dis-

abilityin hostile environments.
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